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# Water Temperature Variations Resulting from Hurricanes 

John B. Hazelworth<br>Physical Oceanography Laboratory, Atlantic Oceanographic Laboratories Environmental Science Services Administration, Miami, Florida $\$ 3130$


#### Abstract

Daily variations in sea surface temperature at several coastal and lightship stations and the Nomad buoy during the passages of ten hurricanes are presented. The temperature variations are given for the coastal stations and Nomad buoy for a period from 10 days before to 36 days after the hurricane passed. Generally, marked cooling of the sea surface occurred during the passage of a hurricane. However, examples are noted where a rise in temperature occurred. A comparison was made of the daily temperature variation due to hurricanes as recorded at the coastal and deep water sites. The mean temperatures decrease for the eleven coastal examples and for the thirteen lightship examples was $3.1^{\circ} \mathrm{F}$, and for the three Nomad examples was $6.4^{\circ} \mathrm{F}$. The extent of cooling of the surface water appears to be related to storm intensity and orientation with respect to the recording station. The temperature decreases at the Nomad buoy during the passage of hurricanes were quite large compared with the changes at other times during the 47 -day periods, but factors other than hurricanes appear to cause larger temperature variations at the coastal sites. The length of time for the water temperature to return to normal after passage of a hurricane was computed for all stations. For the coastal and lightship stations the temperature returned to normal in less than one month, with mean time of 13 and 10 days, respectively. At the Nomad buoy, near prehurricane surface temperature conditions were recorded within 10 days. These observations indicate the rapidity with which hurricane effects are modified by subsequent environmental events.


## Introduction

Evidence of marked cooling of the sea surface following the passage of hurricanes and typhoons has been reported by several authors. These include Leipper [1965], Uda [1954], Jordan [1965], Jordan and Frank [1964], Fisher [1958], and Stevenson and Armstrong [1965]. Several theories explaining this phenomenon have been advanced. McFadden [1967] summarized the various proposed theories and also reported sea-surface temperatures taken by an infrared radiometer aboard a research aircraft following the passage of hurricane Betsy. In brief, the theories on the lowering of water temperature include the following processes: (1) loss of heat to the hurricane, (2) maximum upwelling in the center of the storm plus horizontal advection, (3) maximum upwelling in the region of maximum turbulent shearing stress, (4) vertical mixing induced by mechanical stirring.
Usually; the data analyzed by the various authors have been recorded by ship injection thermometers during individual traverses through the area, certainly not a very adequate sampling technique. Only Leipper [1965] and
$U d a$ [1954] have systematically obtained seasurface and subsurface temperature observations soon after the passage of a hurricane. None has presented day-by-day variations in water temperature at a point before, during, and following the passage of a hurricane. Inasmuch as such data are regularly recorded, an inspection was made to see if these data could possibly lead to a better understanding of the effects of a hurricane on the ocean thermal structure.

## The Data

The U. S. Coast and Geodetic Survey continuously records sea-surface temperatures at Galveston, Miami, Atlantic City, New York, and Boston. The U. S. Navy obtairls seasurface temperature from the Nomad ${ }^{1}$ buoy in the center of the Gulf of Mexico $\left(25^{\circ} \mathrm{N}, 90^{\circ} \mathrm{W}\right)$ [Marcus, 1964]. Also, the U. S. Coast Guard records daily bathythermograms and sea-

[^0]surface salinity observations at a number of lightship stations located along the Atlantic coast. Since 1956 these data have been published annually by the U. S. Fish and Wildlife Service [Day, 1963; Chase, 1964, 1967].
A survey was made of hurricanes occurring between 1960 and 1965 that passed within 185 km of an observation point. Ten were found that passed in the vicinity of at least one of the Coast and Geodetic Surveys' recording stations. Three passed in the vicinity of lightships. In some cases the hurricane passed near two or more stations. Table 1 lists the hurricanes, the dates of occurrences, and nearest distance between the center of the hurricane and the
station. The letter (G) follows the hurricane's name if it was listed by Kraft [1966] as a great hurricane in the vicinity of the recording station. The letters ( R ) or ( L ) following the shortest distances indicate whether the station was to the right or to the left of the path of the hurricane. Figure 1 shows the paths the various hurricanes followed. Figure 2 shows the locations of the lightships, the Coast and Geodetic Survey recording stations, and the Nomad buoy. In general, no data were recorded aboard the lightships on the day that the hurricane passed the station. Usually, bathythermograms and surface salinity observations were made every day except the day the storm passed.

TABLE 1. List of Hurricanes

| Hurricane | Station | Shortest Distance from Hurricane to Station, km | Date of Hurricane Passage |
| :---: | :---: | :---: | :---: |
| Donna (G) | Miami | Less than 110 (R) | Sept. 10, 1960 |
| Donna | Atlantic City | Less than 93 (L) | Sept. 12, 1960 |
| Donna | Boston | Less than 18 (R) | Sept. 12, 1960 |
| Donna | Portland Lightship | 37 (R) | Sept. 12, 1960 |
| Donna | Boston Lightship | 37 (R) | Sept. 12, 1960 |
| Donna | Ambrose Lightship | 85 (L) | Sept. 12, 1960 |
| Donna | Winter Quarter Lightship | 28 (L) | Sept. 12, 1960 |
| Donna | Chesapeake Lightship | 65 (L) | Sept. 12, 1960 |
| Donna | Barnegat Lightship | 35 (L) | Sept. 12, 1960 |
| Donna | Five Fathom Bank Lightship | 56 (L) | Sept. 12, 1960 |
| Donna (G) | Frying Pan Shoals Lightship | Passed over | Sept. 11, 1960 |
| Donna | Diamond Shoals Lightship | 28 (R) | Sept. 11, 1960 |
| Donna (G) | Savannah Lightship | 111 (L) | Sept. 11, 1960 |
| Ethel | Nomad | Passed over | Sept. 14, 1960 |
| Carla (G) | Nomad | About 111 (R) | Sept. 9, 1961 |
| Carla (G) | Galveston | About 167 (R) | Sept. 11, 1961 |
| Esther | Atlantic City | About 185 (L) | Sept. 20, 1961 |
| Esther | Bostod | About 74 (L) | Sept. 26, 1961 |
| Esther | Boston Lightship | 74 (L) | Sept. 26, 1961 |
| Esther | Portland Lightship | 9 (L) | Sept. 26, 1961 |
| Alma | Miami | 18 (L) | Aug. 26, 1962 |
| Arlene | Bermuda | Passed over | Aug. 9, 1962 |
| Cleo | Miami | Passed over | Aug. 26, 1964 |
| Hilda | Nomad | About 74 (R) | Oct. 1, 1964 |
| Isbell | Miami | Less than 93 (R) | Oct. 14, 1964 |
| Isbell | Frying Pan Shoals Lightship | 130 (L) | Oct. 16, 1964 |
| Isbell | Diamond Shoals Lightship | 74 (R) | Oct. 16, 1964 |
| Betsy (G) | Miami | Less than 18 (R) | Sept. 8, 1965 |


Fig. 1. The paths the various hurricanes followed.

Fig. 2. Locations of the Coast Guard lightships, Coast and Geodetic Survey recording stations, and the Nomad buoy.

Temperatures from the bathythermograms were tabulated at several levels and are reproduced as Figure 3. The small ' 1 ' below the temperature trace indicates the pre-hurricane condition and the ' 2 ' the post-hurricane condition. The surface sigma- $t$ observations were read from tables. These data are presented as Table 2. Figures 4 through 10 show the mean daily surface water temperature for each station for the period of 10 days before until 36 days after the passage of the respective storm.

Some variations in accuracy of the sea-surface temperature occur because of the recording methods. At Bermuda the sea-surface temperature was measured by a bucket thermometer. As only one observation is made each day, a tidal effect might be included in the data. The Nomad temperature sensor is mounted 18 inches below the sea surface. As the daily means were computed by using four to six observations, any tidal effect should be averaged out. The temperature sensors at the coastal stations are at a constant depth off the bottom, and so their depth below the sea surface varies with the tide. The means of the daily water temperature were computed from hourly observations, canceling out any tidal effect. The lightship temperature was recorded by a bathythermograph. A single observation was made each day.

Also shown on Figures 4 through 10 is the difference between the daily sea-surface temperature and the normal daily sea-surface temperature. The normal daily sea-surface temperatures were established for the coastal stations by computing sea-surface temperature means for each day, from at least 10 years of historical temperature data. Periods when the water was disturbed by the passage of a hurricane were omitted from these computations. Normal daily sea-surface temperature values were established for the Nomad buoy and the lightships in the same manner. The buoy was not operative until 1958, and, because of missing data, the normal daily mean temperatures were computed from two to six observations. The lightship oceanographic program was started in 1956; the normal daily mean temperatures were computed from three to eight observations.

## Discussion of the Data

As expected, in nearly every case the water temperature dropped during the passage of the
hurricane. However, during the passage of Esther (1961), the Atlantic City and Boston stations, and the Portland lightship recorded a temperature increase.
The mean change for the 11 coastal examples for the 5 -day period of 2 days before until 3 days after the passage of the hurricane was $3.1^{\circ} \mathrm{F}$. For the 3 cases that passed the Nomad buoy, the mean drop was $6.4^{\circ} \mathrm{F}$, and, for the 13 cases that passed the lightships, the mean drop was $3.1^{\circ} \mathrm{F}$. These results are summarized in Table 3. The water temperature reached its minimum value within 3 days after the passage of the hurricane. In approximately $50 \%$ of the cases the minimum surface water temperature occurred the day after the hurricane passed.
The mean variation in sea-surface temperature was $-4.0^{\circ} \mathrm{F}$ for the 11 cases when the stations were to the right of the hurricane track but only $-3.0^{\circ} \mathrm{F}$ for the 12 cases when the stations were to the left. This difference supports the observations reported by Jordan [1965] and McFadden [1967]. Also, it is to be expected because on the right-hand side of the hurricane the wind blows in the direction that the storm is moving, and consequently the seas are highest and mixing should be greatest. The extent of cooling of the surface waters appears to be related to storm intensity. The mean temperature decrease during the 5 -day hurricane period is $5.1^{\circ} \mathrm{F}$ when great hurricanes pass the shore stations but only $2.3^{\circ} \mathrm{F}$ for other hurricanes.

A plot was made between the decrease in surface temperature and the distance from the hurricane to the nearshore recording station. No correlation existed. Temperature decrease ranged from $0.2^{\circ}$ to $4.8^{\circ} \mathrm{F}$ when a hurricane passed over a station. In all other cases the temperature decrease fell within this same range regardless of distance from the recording station. Obviously, this lack of correlation is limited to cases where the hurricane passes within 185 km of the station (the limit of this data sample). A comparison was made between the temperature change that occurred during the passage of a hurricane and the maximum change within any other 5 consecutive days during the rest of the tabulated 47 -day periods. For the eleven examples at the coastal sites the mean of these maximum changes was $5.1^{\circ} \mathrm{F}$, whereas it was only $3.1^{\circ} \mathrm{F}$ during the passage of hurricanes.


Fig. 3. Thermal structure before and after the passage of a hurricane at the lightships.

However, the temperature changes at the Nomad buoy during the passages of hurricanes were quite large compared with the maximum daily temperature changes during the rest of the periods. At the coastal stations and at the lightships, factors other than hurricanes appear to cause larger water temperature variations than do hurricanes. An outstanding example of this occurred at Galveston (Pleasure Pier). Dur-
ing the passage of hurricane Carla the largest water temperature drop was $1.5^{\circ} \mathrm{F}$ from the day before until the day the storm passed. On the other hand, 21 days later the water temperature dropped $8.8^{\circ} \mathrm{F}$ within a 1 -day period. During this same day the prevailing wind shifted from south to north and the air temperature dropped from $3^{\circ} \mathrm{F}$ above normal to $8^{\circ} \mathrm{F}$ below normal, suggesting a relation between


Fig. 3. Thermal structure before and after the passage of a hurricane at the lightships.
the air and sea-surface temperatures. By using the entire 45 days of data, a correlation coefficient between the departure from normal of the air and sea-surface temperature of $r=0.72$ was computed. Horizontal advection may also have made a significant contribution to the sea-surface temperature drop. An inspection of the other examples revealed that in some cases the large water temperature changes did follow large air temperature changes, whereas in other cases
large water temperature changes appeared to be unrelated.

From Figures 4 through 10 it is possible to obtain some idea of the duration of the effect of the hurricane on the water temperature. This was accomplished by first determining the mean normal daily water temperature for each station. Then, a prehurricane water temperature variation from normal was determined. The temperature variation from normal resulting


Fig. 4. Mean daily sea-surface temperature and difference between daily sea-surface temperature and normal sea-surface temperature, Donna-Miami and Donna-Atlantic City.
from the hurricane was then determined. Finally the number of days required for the water to return to the prehurricane variation from normal for the appropriate date was determined.

Having established the normal daily means for each station, it was a simple matter to compute the daily variation from the normal during each hurricane period. Prehurricane
temperature variations from normal were computed by averaging the daily variations for days $D-10$ to $D-3$ ( 10 to 3 days before the hurricane passed). Extreme variations from normal during the hurricane period ( $D-2$ to $D+3$ ) were next computed. Finally, the number of days for the water to return to the prehurricane variation from normal conditions
was tabulated. The results are given in Table 4. There was considerable difference in time required for the water temperature to return to prehurricane conditions from one hurricane to another. However, at the coastal and lightship stations, water temperatures returned to prehurricane conditions within one month. In fact, the mean times were only 13 and 10 days, respectively. The return to prehurricane con-
ditions was not determined at the Nomad buoy, as only three cases were recorded. In one case prehurricane conditions were regained within 7 days. In the other two cases, although total recovery did not occur within one month, the major part of the variation had dissipated within 10 days. An insignificant correlation was found between the temperature variation from normal and the number of days it took the


Fig. 5. Mean daily sea-surface temperature and difference between daily sea-surface temperature and normal sea-surface temperature, Donna-Boston and Ethel-Nomad.


Fig. 6. Mean daily sea-surface temperature and difference between daily sea-surface temperature and normal sea-surface temperature, Carla-Nomad and Carla-Galveston.
temperature to return to normal (data from Table 4).

The lightship data given in Table 2 do not exhibit any consistent thermal structure variation pattern following the passage of hurricanes. As previously noted, in general, the seasurface temperature is colder. If the colder water is the result of upwelling, then there should be a corresponding increase in salinity.

Also, the thermocline should be appreciably shallower. In only four cases did the salinity increase when the surface water became colder, and no examples were recorded where the thermocline became shallower. Therefore, it would appear that upwelling was not a principal process affecting lower surface temperatures.

Conversely, if the colder water resulted from turbulent mixing, the thermocline should be
found at greater depth (heat added at depth at the expense of the surface water). This phenomenon occurred at Barnegat, Ambrose, Five Fathom Bank, Diamond Shoals, Winter Quarter, and Chesapeake lightships following the passage of Donna.

Besides the redistribution of heat through the water column by vertical transport, heat
may be added to or removed from the water column. Rain may add cold water to the surface and thereby lower the average surface temperature. Also rain may tend to evaporate in the air above the sea and reduce the air temperature, thereby increasing conductive transfer of heat from the sea to the air. Reduced heat content was observed at Barnegat,


Fig. 7. Mean daily sea-surface temperature and difference between daily sea-surface temperature and normal sea-surface temperature, EstherAtlantic City and Esther-Boston.


Fig. 8. Mean daily sea-surface temperature and difference between daily sea-surface temperature and normal sea-surface temperature, Alma-Miami and Arlene-Bermuda.

Ambrose, Diamond Shoals, Frying Pan Shoals, and Savannah lightships following the passage of Donna, and at Frying Pan Shoals and Diamond Shoals lightships following the passage of Isbell. The addition of heat to the water column is suggestive of horizontal advection. Higher heat content was observed at Portland, Boston, Chesapeake, and Five Fathom light-
ships following the passage of Donna and at Portland and Boston lightships following the passage of Esther.

## Concluding Remarks

The observations given in the preceding sections raise some interesting points. Undoubtedly the passage of tropical storms over water
often does cause a sharp drop in water temperature. However, occasionally a temperature rise is recorded, apparently due to horizontal advection. The transfer of energy between the water and the air is a complex one.

The physical processes that cause surface cooling have been summarized by Jordan and Frank [1964]. They contend that surface
cooling during the passage of a hurricane due to horizontal advection, radiation losses, rain cooling, evaporative cooling, and sensible heat loss under typical open ocean conditions is limited to $1.3^{\circ} \mathrm{F}$. Even though a somewhat higher value is given for extreme conditions, these processes apparently cannot account for the large recorded temperature variations at


Fig. 9. Mean daily sea-surface temperature and difference betrreen daily sea-surface temperature and normal sea-surface temperature, Cleo-Miami and Hilda-Nomad.


Fig. 10. Mean daily sea-surface temperature and difference between daily sea-surface temperature and normal sea-surface temperature, IsbellMiami and Betsy-Miami.
the Nomad buoy, nor could they be expected to apply to nearshore areas. Nearshore at the coastal and lightship stations, where the surface temperature variation is somewhat less, these factors are limited by the water depth. Nearshore, turbulent mixing plus horizontal advection or evaporative and rain cooling plus mixing appear to be most important. Examples
of these processes occurred at the Barnegat and Ambrose lightships following the passage of Donna. The evidence is not conclusive, however, whether upwelling or turbulent mixing is more important in the open ocean.
Significant temperature increases were recorded at the Boston, Atlantic City, and Portland lightships following the passage of

TABLE 2. Water Temperature at Several Levels and Surface Salinity and Sigma- $t$
Observations from the Lightship Stations

| Date | Portland Lightship, Hurricane Donna, September 12, 1960 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Temperature |  |  |  | Salinity | Sigma-t |
|  | 0 m | 9 m | 15 m | 30 m | 0 m | 0 m |
|  | 55.6 | 53.8 | 51.3 | 45.4 | 3172 | 23.86 |
| 9/13/60 | 55.0 | 54.0 | 53.3 | 48.0 | 31.64 | 23.86 |
| 9/14/60 | 56.2 | 55.4 | 54.6 | 51.7 | 31.65 | 23.75 |

Boston Lightship, Hurricane Donna, September 12, 1960

| Date | Temperature |  |  |  | Salinity <br> 0 m | Sigma-t |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m | 29 m |  | 0 m |
| 9/11/60 | 62.0 | 60.8 | 58.7 | N.D. | 31.31 | 22.77 |
| 9/13/60 | 62.2 | 61.4 | 59.3 | 49.2 | 31.59 | 22.97 |
| 9/14/60 | 60.1 | 60.0 | 59.8 | N.D. | 31.57 | 23.23 |

Ambrose Lightship, Hurricane Donna, September 12, 1960

| Date | Temperature |  |  | $\frac{\text { Salinity }}{0 \mathrm{~m}}$ | $\frac{\text { Sigma-t }}{0 \mathrm{~m}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m |  |  |
| 9/11/60 | 72.1 | 71.8 | 62.9 | 30.71 | 20.91 |
| 9/12/60 | 71.6 | 71.4 | 71.0 | 30.69 | 20.98 |
| 9/13/60 | 68.3 | 67.6 | 67.2 | 29.41 | 20.48 |
| 9/14/60 | 67.2 | 68.1 | 68.4 | 29.52 | 21.16 |

Winter Quarter Lightship, Hurricane Donna, Scptember 12, 1960

| Date | Temperature |  |  |  | Salinity | Sigma-t |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m | 29 m | 0 m | 0 m |
| 9/9/60 | 76.0 | 75.4 | 71.0 | 56.5 | 29.82 | 20.38 |
| 9/14/60 | 70.2 | 70.4 | 70.1 | 55.0 | 30.04 | 21.24 |

Chesapeake Lightship, Hurricane Donna, Scptember 12, 1960

| Date | Temperature |  |  |  |  | Salinity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m | 20 m |  | $\frac{\text { Sigma- } \ell}{0 \mathrm{~m}}$ |
| $9 / 11 / 60$ | 76.9 | 73.1 | 72.2 | 71.0 | 27.41 | 17.68 |
| $9 / 13 / 60$ | 75.0 | 74.2 | 74.3 | 74.4 | 29.63 | 19.62 |
| $9 / 14 / 60$ | 75.0 | 73.5 | 73.7 | 73.7 | 30.06 | 19.97 |

Barnegat Lightship, Hurricane Donna, September 12, 1960

| Date | Temperature |  |  |  |  | Salinity |  |  | $\frac{\text { Sigma-t }}{0 \mathrm{~m}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m | 26 m |  | 0 m |  |  |  |
| $9 / 11 / 60$ | 74.2 | 74.2 | 74.0 | 61.5 | 31.07 | 20.82 |  |  |  |
| $9 / 14 / 60$ | 69.9 | 69.9 | 69.9 | 69.9 | 31.02 | 21.45 |  |  |  |

TABLE 2 (continued)

| Five Fathom Bank Lightship, Hurricane Donna, September 12, 1960 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Date | Temperature |  |  |  | Salinity | Sigma-t |
|  | 0 m | 9 m | 15 m | 26 m | 0 m | 0 m |
| 9/11/60 | 76.0 | 75.2 | 61.8 | 56.2 | 30.80 | 20.47 |
| 9/13/60 | 71.5 | 71.2 | 64.8 | 61.9 | 30.97 | 21.24 |
| 9/14/60 | 71.8 | 71.3 | 70.8 | 58.9 | 30.79 | 21.02 |

Frying Pan Shoals Lightship, Hurricane Donna, September 11, 1960

| Date | Temperature |  |  |  | $\frac{\text { Salinity }}{0 \mathrm{~m}}$ | $\frac{\text { Sigma- } t}{0 \mathrm{~m}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m | 21 m |  |  |
| 9/10/60 | 81.0 | 81.7 | 81.9 | 81.9 | 36.11 | 23.50 |
| 9/13/60 | 80.8 | 80.7 | 80.8 | 80.6 | 35.56 | 23.13 |

Diamond Shoals Lightship, Hurricane Donna, September 11, 1960

| Date | Temperature |  |  |  |  | Salinity <br> 0 m | $\frac{\text { Sigma- } t}{0 \mathrm{~m}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m | 30 m | 46 m |  |  |
| 9/10/60 | 84.8 | 84.2 | 84.1 | 75.1 | 72.7 | 36.03 | 22.74 |
| 9/13/60 | 81.8 | 80.8 | 80.8 | 79.0 | 72.6 | 35.69 | 23.16 |
| 9/14/60 | 79.8 | 79.8 | 79.7 | 78.3 | 70.3 | 35.87 | 23.59 |

Savannah Lightship, Hurricane Donna, September 11, 1960

| Date | Temperature |  |  |  | Salinity |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m |  | Sigma-t |
|  | 82.8 | 82.5 | 82.3 | 34.56 | 22.02 |
| $9 / 10 / 60$ | 81.5 | 82.0 | 82.0 | 32.60 | 20.78 |
| $9 / 12 / 60$ | 80.0 | 80.3 | 80.7 | 32.54 | 20.99 |
| $9 / 13 / 60$ | 82.0 | 82.0 | 82.0 | 33.98 | 21.72 |
| $9 / 14 / 60$ |  |  |  |  |  |

Boston Lightship, Hurricane Esther, September 26, 1961

| Date | Temperature |  |  |  | Salinity <br> 0 m | $\frac{\text { Sigma }-t}{0 m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m | 29 m |  |  |
| 9/25/61 | 58.5 | 58.7 | 58.1 | 51.9 | 31.25 | 23.17 |
| 9/27/61 | 59.5 | 59.7 | 57.8 | 52.0 | 30.72 | 22.66 |
| 9/28/61 | 60.3 | 59.8 | 57.8 | 51.3 | 30.58 | 22.44 |

Portland Lightship, Hurricane Esther, September 26, 1961

| Date | Temperature |  |  |  |  | Salinity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 m | 9 m | 15 m | 30 m |  |  |
| $9 / 25 / 61$ | 54.0 | 52.2 | 51.8 | 49.2 | 32.06 | 24.25 |
| $9 / 27 / 61$ | 54.9 | 53.2 | 52.7 | 51.0 | 31.58 | 24.25 |
| $9 / 28 / 61$ | 55.7 | 53.0 | 52.7 | 49.7 | 31.45 | 23.63 |

TABLE 2 (continued)


TABLE 3. Water Temperature Drop during 5-Day Hurricane Period* and Maximum Temperature Change within Five Days

| Hurricane | Station | Temperature Decrease during Hurricane Period | Maximum Temperature Change within a 5-Day Period $\dagger$ |
| :---: | :---: | :---: | :---: |
| Donna (G) | Miami | 3.8 | 3.6 |
| Donna | Atlantic City | 2.6 | 3.3 |
| Donna | Boston | 3.3 | 3.2 |
| Donna | Portland Lightship | 0.6 | 5.1 |
| Donna | Boston Lightship | 2.6 | 6.3 |
| Donna | Ambrose Lightship | 4.9 | 5.0 |
| Donna | Barnegat Lightship | 4.2 | 3.1 |
| Donna | Five Fathom Lightship | 4.5 | 3.8 |
| Donna | Winter Quarter Lightship | No data | 2.5 |
| Donna | Chesapeake Lightship | 2.6 | 3.3 |
| Donna | Diamond Shoal Lightship | 5.4 | 7.5 |
| Donna (G) | Frying Pan Shoal Lightship | No data | 2.0 |
| Donna (G) | Savannah Lightship | 3.0 | 2.6 |
| Ethel | Nomad | 4.8 | 3.2 |
| Carla (G) | Nomad | 9.3 | 4.0 |
| Carla (G) | Galveston | 7.7 | 12.7 |
| Esther | Atlantic City | $4.1$ | 13.1 |
| Esther | Boston | $\begin{aligned} & \text { (increase) } \\ & 0.8 \\ & \text { (increase) } \end{aligned}$ | 4.1 |
| Esther | Portland Lightship | $\begin{gathered} 1.7 \\ \text { (increase) } \end{gathered}$ | 4.8 |
| Esther | Boston Lightship | 1.6 | 7.9 |
| Alma | Miami | 1.8 | 3.6 |
| Arlene | Bermuda | 2.0 | 4.0 |
| Cleo | Miami | 3.2 | 2.6 |
| Hilda | Nomad | 5.0 | 2.1 |
| Isbell | Miami | 0.9 | 3.1 |
| Isbell | Frying Pan Shoals Lightship | 4.3 | 9.4 |
| Isbell | Diamond Shoals Lightship | 1.3 | 5.6 |
| Betsy (G) | Miami | 3.8 | 2.5 |
| Mean | Coastal | 3.1 | 5.1 |
| Mean | Nomad | 6.4 | 3.1 |
| Mean | Lightships | 3.1 | 4.9 |

[^1]TABLE 4. Water Temperature Variation from Normal during Passage of Hurricane and Number of Days for Return to the Prehurricane Anomaly

| Hurricane | Station | Prehurricane <br> Temperature Anomaly, ${ }^{\circ} \mathrm{F}$ | Temperature Variation from Normal during Hurricane Period, ${ }^{\circ}$ F | Number of Days to Prehurricane Temperature Anomaly |
| :---: | :---: | :---: | :---: | :---: |
| Donna | Miami | -1.1 | -3.3 | 5 |
| Donna | Atlantic City | +2.7 | -0.3 | 30 |
| Donna | Boston | +1.3 | -2.9 | 11 |
| Donna | Portland Lightship | -0.7 | -1.3 | 2 |
| Donna | Boston Lightship | +1.7 | +1.1 | 11 |
| Donna | Ambrose Lightship | +3.5 | -0.8 | 5 |
| Donna | Barnegat Lightship | +0.9 | -0.9 | 4 |
| Donna | Five Fathom Bank Lightship |  | Data incomplete |  |
| Donna | Winter Quarter Lightship |  | Data incomplete |  |
| Donna | Chesapeake Lightship | +1.0 | 0.0 | 8 |
| Donna | Diamond Shoals Lightship | +4.0 | +1.6 | 24 |
| Donna | Frying Pan Shoals Lightship | +0.5 | +0.1 | 19 |
| Donna | Savannah Lightship | +0.6 | -0.4 | 3 |
| Ethel | Nomad | -2.1 | -4.1 | 7 |
| Carla | Nomad | +1.6 | -7.3 | $>36$ |
| Carla | Galveston | -1.6 | -7.9 | 13 |
| Esther | Atlantic City | -2.8 | +6.9 | 26 |
| Esther | Boston | +2.3 | -1.2 | 5 |
| Esther | Portland Lightship | -1.1 | -1.3 | 2 |
| Esther | Boston Lightship | +1.1 | +1.7 | 4 |
| Alma | Miami | -1.0 | -1.7 | 6 |
| Arlene | Bermuda | +0.8 | $-1.7$ | 15 |
| Cleo | Miami | -0.3 | -4.3 | 7 |
| Hilda | Nomad | +3.2 | -4.2 | $>30$ |
| Isbell | Miami | -1.4 | -0.6 | 1 |
| Isbell | Frying Pan Shoals Lightship | -3.1 | -8.3 | 31 |
| Isbell | Diamond Shoals Lightship | -3.3 | -3.8 | 7 |
| Betsy | Miami | -1.0 | -4.6 | 23 |
| Mean | (Coastal) |  |  | 13 |
| Mean | (Nomad) |  |  | $>20$ |
| Mean | (Lightship) |  |  | 10 |

hurricane Esther. At Atlantic City the water temperature dropped about $11^{\circ} \mathrm{F}$ within a 5 day period from 10 to 6 days before the hurricane passed. During this period the wind blew almost continuously from the south and southwest. Thus, it appears the warm water was driven offshore and replaced with colder water. Then for a period of 3 days before the hurricane until after the storm had passed the wind blew almost continuously from the northeast, possibly blowing back to Atlantic City the warmer water, somewhat cooled by the hurricane, that had been blown out several days earlier. It would appear that, at least on this occasion, horizontal advection and to a lesser extent other mechanisms for surface
cooling played significant roles in causing the observed water temperature variation.

A study of Table 2 and Figures 4 through 10 indicates that water temperature variations due to hurricanes are rapidly modified by subsequent environmental events. In most cases water temperature anomalies due to a hurricane are either completely destroyed or greatly modified within a week or two.

Synoptic data on the surface and subsurface thermal structure near a hurricane both before the storm passes and soon afterward are necessary to answer the questions concerning upwelling, mixing, and surface cooling. As pointed out by McFadden [1967], the only apparent way of obtaining these data appears
to be by using a research aircraft equipped with an airborne radiation thermometer and an expendable bathythermograph system. For example, such data could be used to check out the theory on upwelling and mixing developed and discussed by O'Brien and Reid [1967] and O'Brien [1967].
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#### Abstract

Summary A lunar semidiurnal variation ( 12.4206 h period) induced by tides in the deep ocean is demonstrated in (i) a month's observations of the horizontal electric field and magnetic declination at a sea floor site located 600 km off the California coast in 4.4 km of water, in (ii) a month's observations of the vertical magnetic field at a coastal site near Cambria, California, and in (iii) two years' observations of the vertical magnetic field at the island magnetic observatory on San Miguel, Azores. Comparison of the sea floor, coastal, and island observations with simultaneous continental magnetic observations permits an estimation of that part of the variation due to a lunar ionospheric oscillation.

The observed oceanic induced variation at the sea floor and coastal sites are found to agree well with tidal induced fields computed for a model of the Earth's electrical conductivity and lunar semidiurnal tide. The model assumes (i) a flat semi-infinite ocean of uniform depth and conductivity, rotating at a uniform rate appropriate to the latitude of interest, (ii) non-conducting atmosphere, continent and upper mantle, and (iii) superconducting mantle at a uniform depth beneath the ocean.

The observed oceanic induced vertical magnetic field at San Miguel is found to agree qualitatively with tidal induced fields computed for an island model. This model assumes (i) a uniformly conducting small circular island, (ii) a flat infinite ocean of uniform depth and conductivity, rotating at a uniform rate appropriate to the latitude of interest, (iii) a non-conducting atmosphere and upper mantle, and (iv) a superconducting mantle at a depth much greater than the size of the island.


## Introduction

Electromagnetic variations induced by oceanic tides depend on the distribution of tidal currents and on the distribution of electrical conductivity beneath the ocean. If either were known perfectly, the measurements would serve to give some precise information of the other. The actual situation is that very little is known of either deep sea tides or conductivity beneath the ocean and the approach here must be to check the consistency of the observed variations with reasonable models.

The first part of this study contains a discussion of tidal induced electromagnetic fields in the ocean off California. Observations of electromagnetic field variations at a sea floor and coastal site are shown to contain a lunar semidiurnal periodicity due predominantly to an oceanic source. Tidal induced fields, computed for a model of the Earth's electrical conductivity and lunar tide along

California, agree well with the observed fields. The second part contains a discussion of tidal induced magnetic fields at island stations. Magnetic hourly data from the island stations, Honolulu, Hawaii and San Miguel, Azores are analysed to determine whether a lunar semidiurnal tidal induced field is present. Computed oceanic tidal induced fields based on an island model are shown to be qualitatively consistent with the observations.

Previous investigations. Lunar magnetic variations have been observed and discussed since the 1850's. A review of contributions is included in Chapman (1919), Chapman \& Bartels (1940) and Matsushita \& Maeda (1965). Most investigators have concentrated their efforts on explaining magnetic lunar variations which are caused entirely by an external source such as tidal motion in the ionosphere. An exception was van Bemmelen $(1912,1913)$ who separated the lunar magnetic variations into an internal and external part and thought that some of the internal part might be due to tidal motion in the ocean. Chapman (1919), however, disagreed and believed that he had demonstrated that the internal part was due merely to an external source. Evidence that oceanic tidal induced magnetic variations are detectable is suggested by a lunar frequency analysis of the coastal magnetic variations at Amberley, New Zealand (Bullen \& Cummack 1953). Their computations showed a relatively large lunar semidiurnal vertical component with slight seasonal dependency whereas the horizontal components in contrast showed a much stronger seasonal dependency. It seems likely that oceanic tidal motion caused the lunar semidiurnal variations in the vertical component for otherwise its seasonal change should follow closely the seasonal change of the horizontal components of the lunar semidiurnal variations. This conclusion is consistent with the fact that oceanic tidal induced magnetic variations should show practically no seasonal dependency. From a comparison with the solar daily variation, Egedal (1956) has suggested that the Amberley lunar vertical component ' . . . may be due to sea electric currents produced by local oceanic currents, the speed of which contains a lunar-diurnal term'.

The electric field in the ocean, on the other hand, has been suspected since the days of Faraday of having a part clearly induced by oceanic tidal motion. Observations that first showed evidence of oceanic tidal induced electric fields were made in the 1850's using submarine telegraph cables. Longuet-Higgins (1949) treated theoretically the case appropriate for the English Channel where effects of time variations of the induced magnetic field can be ignored. These effects, however, become important for tidal induced fields in the open ocean and are included in the present study. Stommel (1954) has investigated the potential differences between widely separated stations in the Atlantic using submarine telegraph cable. He found rather poor agreement between the theoretical tidal currents and the lunar semidiurnal electric fields which he attributed to the poor knowledge of tidal motion in the open ocean. He took for the electric field $\mathbf{E}=-\mathbf{u} \wedge \mathbf{F}$ where $\mathbf{u}$ is the horizontal water motion and $\mathbf{F}$ is the geomagnetic field. Thus the poor fit may be due to his neglect of electric currents which are associated with time variations of the magnetic field. Finally, observations of potential differences between widely separated stations in the Pacific have been made by Runcorn (1964) using submarine telegraph cables. He showed that the times of high and low water of a nearby tide station agreed with the times of high and low values of the potential differences.

## 1. Tidal induced fields at sea floor and coastal sites

### 1.1 Sea floor and coastal electromagnetic observations

Obsertations. Measurements of the horizontal electric field and east component of the magnetic field on the deep sea floor at a site 600 km off the California coast $\left(32^{\circ} 46^{\prime} \mathrm{N}, 127^{\circ} 07^{\prime} \mathrm{W}\right.$, at 4.4 km depth) and the three components of the magnetic


Fig. 1. Location of stations.
field at Cambria on the California coast $\left(35^{\circ} 36^{\prime} \mathrm{N}, 121^{\circ} 06^{\prime} \mathrm{W}\right)$, see Fig. 1, were analysed to determine whether tidal induced fields could be detected. A comparison with simultaneous observed magnetic fields at Tucson, Arizona ( $32^{\circ} 15^{\prime} \mathrm{N}, 110^{\circ} 50^{\prime} \mathrm{W}$, about 500 km from the coast) permits an estimate of that part of the field due to an ionospheric source. A comparison was also made with the tidal observations at Avila Beach, California. Table 1 lists the observed components, azimuths and times.

The magnetic variations at Cambria were recorded by a portable Askania variograph with about one gamma resolution. Magnetic variations on the sea floor were recorded by a newly developed magnetometer (Filloux 1967) that registered $\Delta D$ (azimuth $106^{\circ} \mathrm{T}$ for this location) with one gamma resolution. $T$ indicates true azimuth measured clockwise with respect to geographic north and $10^{9} \gamma=1 \mathrm{~Wb} / \mathrm{m}^{2}, \gamma=$ gamma. Readings were made every 2.5 min . The components of the magnetic variation are: $\Delta D$ (horizontal, positive magnetic east variation), $\Delta H$ (horizontal, positive magnetic north variation), and $\Delta Z$ (vertical, positive down variation).

Horizontal electric field observations on the sea floor, designated $\Delta E_{A}$ and $\Delta E_{B}$, were made by two separate instruments which recorded the potential difference between pairs of $\mathrm{Ag}-\mathrm{AgCl}$ electrodes spaced one kilometre apart in a known direction. Azimuth for $\Delta E_{A}$ was $199^{\circ} \mathrm{T}$, and for $\Delta E_{B}, 159^{\circ} \mathrm{T}$. Readings were made every

Table 1

| Horizontal electric field |  |  |  |
| :---: | :---: | :---: | :---: |
| Station | Component | Azimuth* | Time (1965) |
| Sea floor | $\Delta E_{A}$ | $199 \pm 2^{\circ} \mathrm{T}$ | 3/18-4/10 |
| Sea floor | $\Delta E_{B}$ | $159 \pm 5^{\circ} \mathrm{T}$ | 3/17-4/02 |
| Magnetic field |  |  |  |
| Station | Component | Azimuth* | Time (1965) |
| Sea floor | $\Delta D$ | $106^{\circ} \mathrm{T} \dagger$ | 4/28-5/23 |
| Tucson | $\Delta D$ | $103^{\circ}{ }^{\text {T }} \dagger$ | 4/28-5/23 |
| Tucson | $\Delta H$ | $13^{\circ} \mathrm{T} \dagger$ | 4/28-5/23 |
| Cambria | $\Delta D$ | $105^{\circ} \mathrm{T} \dagger$ | 3/18-4/10 |
| Cambria | $\Delta H$ | $15^{\circ} \mathrm{T} \dagger$ | 3/18-4/10 |
| Cambria | $\Delta Z$ | Down | 3/17-4/09 |
| Tucson | $\Delta D$ | $103^{\circ} \mathrm{T} \dagger$ | 3/18-4/10 |
| Tucson | $\Delta H$ | $13^{\circ} \mathrm{T} \dagger$ | 3/18-4/10 |
| Tucson | $\Delta Z$ | Down | 3/17-4/09 |
| - $T$ indicates true azimuth measured clockwise with respect to geographic north. <br> $\dagger$ Azimuths of Earth's steady magnetic field. |  |  |  |
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Fig. 2. Fortnightly examples of observations (U.T. 1965) from stations at sea floor, Cambria and Tucson.
2.5 min with approximately $0.05 \mathrm{mV} / \mathrm{km}$ resolution. The method of electric field measurements is described by Filloux \& Cox (1967).

The records were digitized at 10 min intervals except for sea floor $\Delta D$ which was digitized at 12 min intervals. Two slight adjustments of the observations were made. Cambria $\Delta Z$ was corrected for a small linear drift due to an instrumental drift and sea floor $\Delta E_{B}$ was corrected for a monotonically increasing drift due to a gradually worsening leak in the insulation of the electrode wire. Fortnightly examples of the observations are plotted in Fig. 2.

Harmonic analysis. The spectral lines corresponding to harmonics of the solar daily variation of $24,12,8$ and 6 h periods (designated $S_{1}, S_{2}, S_{3}$ and $S_{4}$ ) and the principal lunar semidiurnal variation of $12 \cdot 4206$ hour period (designated $M_{2}$ ) were determined by a least squares fit (Larsen 1966). After removing the above periodicities from each record, the harmonic coefficients of the background were determined. Figs 3 and 4 present the harmonic amplitudes of the spectral lines and the background for the components and stations listed in Table 1. The $M_{2}$ amplitudes and phases and $\mathscr{R}$ (the estimate of the rms amplitude of the background) are listed in Table 2. $\mathscr{R}$ is determined from the nearest ten harmonic amplitudes of the background about the spectral line. According to Fisher (1929), there is a 1 in 20 chance that a single frequency estimate of a Gaussian noise will exceed $2 \cdot 1$ times the estimate $\mathscr{R}$. It is evident from Table 2 that the $M_{2}$ amplitudes for sea floor $\Delta D, \Delta E_{A}$ and $\Delta E_{B}$ and Cambria $\Delta Z$, are well above the 5 per cent level. This establishes the presence of the $M_{2}$ periodicity. The $M_{2}$ periodicity, if present in the other observed components, is lost in the background.

For a Gaussian background, there is a 63 per cent chance that a frequency estimate plotted on a harmonic dial will lie within a circle of error having a radius equal to the r.m.s. amplitude. Then $\mathscr{R}$ is an estimate of the uncertainty (with the above probability) associated with the estimates of the amplitude and phase of the periodic signal. The $M_{2}$ amplitude for sea floor $\Delta D$ is thus $2.4 \pm 0.8$ gammas and for Cambria $\Delta Z, 1 \cdot 6 \pm 0.4$ gammas. The electric field measured along two horizontal


Fig. 3. Harmonic amplitudes for various components at sea floor site and Tucson. The dots are the amplitudes of the signal at the exact periods $24,12,8,6$ and 12.4206 h which are labelled respectively $S_{1}, S_{2}, S_{3}, S_{4}$ and $M_{2}$. The vertical bars are harmonic amplitudes of the background after the above periodicities have been removed from the record. These analyses are for the first five entries in

Table 1.

Table 2
Lunar $M_{2}$ variation $A \cos (\omega t+0)$ and r.m.s. amplitude $\mathscr{R}$. Phases refer to zero hour, 1965 January 1 U.T.

Horizontal electric field
Station
Sea floor 3/18-4/10
Sea floor 3/17-4/02

| Component | $A(\mathrm{mV} / \mathrm{km})$ | $\theta^{*}\left({ }^{\circ}\right)$ | $\mathscr{R}(\mathrm{mV} / \mathrm{km})$ |
| :---: | :---: | :---: | :---: |
| $\Delta E_{A}$ | 0.27 | 85 | 0.03 |
| $\Delta E_{B}$ | 0.15 | 270 | 0.03 |

Station
Sea floor 4/28-5/23
Tucson 4/28-5/23
Tucson 4/28-5/23
Cambria 3/18-4/10
Cambria 3/18-4/10
Cambria 3/17-4/09
Tucson 3/18-4/10
Tucson 3/18-4/10
Tucson 3/17-4/09
Magnetic field
Component $\quad A(\gamma)$
$\mathscr{R}(\gamma)$

| $\Delta D$ | 2.4 | 226 | 0.8 |
| :--- | :--- | ---: | :--- |
| $\Delta D$ | $1.1 \dagger$ | 346 | 1.3 |
| $\Delta H$ | $1.7 \dagger$ | 56 | 1.0 |
| $\Delta D$ | $0.8 \dagger$ | 256 | 0.9 |
| $\Delta H$ | $2.1 \dagger$ | 36 | 1.2 |
| $\Delta Z$ | 1.6 | 210 | 0.4 |
| $\Delta D$ | $0.9 \dagger$ | 296 | 0.9 |
| $\Delta H$ | $1.7 \dagger$ | 35 | 1.1 |
| $\Delta Z$ | $0.5 \dagger$ | 194 | 0.5 |

* Add 2 times west longitude of station $-45 \cdot 2^{\circ}$ to convert to local mean lunar time (Bartels \& Fanselau 1937).
$\dagger$ Not significant.


Fig. 4. Harmonic amplitudes of various components at Cambria and Tucson. See legend for Fig. 3. These analyses are for the last six entries in Table 1.
directions allows a computation of the hodograph of the $M_{2}$ oscillations. The ratio of major to minor axis is found to be $70: 1$. The horizontal $M_{2}$ electric field is therefore essentially linearly polarized in the direction $83 \pm 6^{\circ} \mathrm{T}$, a direction skew to the trend $\left(148^{\circ} \mathrm{T}\right)$ of the 1800 metre isobath off the California coast. The amplitude is $0.62 \pm 0.10 \mathrm{mV} / \mathrm{km}$.

Discussion of results. The sea floor observations have been previously discussed (Larsen \& Cox 1966). The main conclusion was that the $M_{2}$ periodicity in the sea floor electromagnetic fields was due predominantly to an oceanic source and not to an ionospheric source. If the converse were true, the ratios of $M_{2}$ to both the r.m.s. background amplitude and amplitudes of the solar daily variation, which are due predominantly to an ionospheric source, would be nearly the same as Tucson and the sea floor site. The same type of reasoning also implies a predominantly oceanic source for the $M_{2}$ periodicity in $\Delta Z$ at the coastal station, Cambria.

### 1.2 Model of barotropic ocean tide

Tidal motions in the open ocean are essentially unknown. Therefore, in order to compare the observed tidal induced fields with coastal tide observations, we adopt a free wave model of the tide, consistent with the hydrodynamic equations. The model assumes a flat ocean of uniform depth $h$, rotating at a uniform rate appropriate to the latitude of interest. Solutions of the hydrodynamic equations can then be found that make it possible to solve the electromagnetic problem. Here the Kelvin wave solution is described and compared with the observed lunar $M_{2}$ tide along western North America. We choose throughout a right-handed coordinate system ( $x, y, z$ ) with unit vectors î northerly and parallel to the coast, $\hat{\mathbf{j}}$ westerly and $\hat{\mathbf{k}}$ up and with the ocean confined to the space

$$
\left(-\infty \leqslant x \leqslant \infty, 0 \leqslant y \leqslant \infty,-\frac{1}{2} h \leqslant z \leqslant \frac{1}{2} h\right) .
$$

Hydrodynamic equations. The linearized equations of motion for free barotropic water waves (Lamb 1945) are

$$
\frac{\partial u_{x}}{\partial t}-f u_{y}=-g \frac{\partial \zeta}{\partial x}
$$

and

$$
\frac{\partial u_{y}}{\partial t}+f u_{x}=-g \frac{\partial \zeta}{\partial y}
$$

and the continuity equation is

$$
\frac{\partial \zeta}{\partial t}=-\frac{\partial}{\partial x}\left(h u_{x}\right)-\frac{\partial}{\partial y}\left(h u_{y}\right)
$$

where $u_{x}$ and $u_{y}$ are the horizontal particle velocities in the directions $x$ and $y$ respectively, $\zeta$ is the wave height and $f$ is the Coriolis parameter assumed constant.

Kelvin wave solution. The Kelvin wave solution (Lamb 1945) is

$$
\begin{gathered}
\zeta=A \mathrm{e}^{-(\zeta / \omega) k y} \mathrm{e}^{i(k x-\omega t)}, \\
u_{x}=\left(\frac{\omega A}{k h}\right) \mathrm{e}^{-(\delta / \omega) k y} \mathrm{e}^{i(k x-\omega t)},
\end{gathered}
$$

and

$$
u_{y}=0
$$

where $i=(-1)^{\frac{1}{2}}, k$ is the longshore wave number, $\omega$ the frequency, and $\omega / k=(g /)^{\frac{1}{2}}>0$. For the northern hemisphere these waves propagate only in the positive $x$ direction. One sees that the particle motion is always parallel to the coastline and dies away exponentially from the coast. Also, the vertical motion at the surface compared with the horizontal motion is $-i k h$ so that the vertical motion, for low frequencies, can be ignored.

Comparison of Kelvin wave with lunar tidal observations along western North America. The $M_{2}$ tidal amplitudes and phases for exposed coastal tide stations along western North America are given in Fig. 5. The values are plotted as a function of distance south from Vancouver, B. C. From the 6th point (San Francisco) to the 14th point (central Baja California) the $M_{2}$ amplitude is nearly constant at 0.50 m and the phase changes almost uniformly as the tide sweeps northward along the coast. The magnitude and direction of the longshore phase velocity is consistent


Fig. 5. Lunar $M_{2}$ tide along western North America as a function of distance south from Vancouver, along the rumb linc, $148^{\circ} \mathrm{T}$, parallel to the central California coast. Open circles are amplitudes and solid circles are phase leads relative to zero hour, 1965 January I U.T. Stations near entrances of bays are in parenthesis. Longshore phase velocity noted in metres per second.
with that predicted ( $200 \mathrm{~m} / \mathrm{s}$ ) by the Kelvin wave solution for an ocean depth of approximately 4 km . The overall fit seems reasonably good and suggests that the Kelvin wave solution may be used as a model of the $M_{2}$ tide along the California coast. Of course there is no guarantee that the actual $M_{2}$ tide decreases exponentially from the coast as a Kelvin wave would. Comparison of the observed with the computed oceanic tidal induced electromagnetic fields in a later section suggest, however, that the $M_{2}$ tide does decrease offshore.

Effects of bottom topography. It may be conjectured that bottom topography offshore might radically change the nature of the Kelvin wave solutions. Theoretical studies of the effect of a single step topography (Larsen 1966) show, however, that the shelf region off central California could change the Kelvin wave solution (amplitude, phase and particle velocity) by only a few per cent.

The effects of the borderland region off the southern California coast on the Kelvin wave solutions were also computed. One effect is to slow the Kelvin wave down by 5 per cent $(190 \mathrm{~m} / \mathrm{s})$. Another effect is to cause the water particles at the outer edge of the borderland region to move counter-clockwise about ellipses with 1:6 axis ratio and major axis parallel to the coast. These results are consistent with bottom current measurements just beyond the borderland region (Isaacs et al. 1966). Their measurements at most sites gave semidiurnal tidal currents of several $\mathrm{cm} / \mathrm{s}$ magnitude for which the water particles moved counterclockwise about ellipses with major axes parallel to the trend of the coast. The axis ratios ranged from $1: 2$ to $1: 6$. There is a possibility, however, that the current measurements also contained internal wave motion of tidal frequency which confuse the interpretation.

### 1.3 Model of Earth's electrical conductivity

Previous investigations indicate that the principal conducting elements of the Earth are: (i) an ionosphere about one hundred kilometres above the Earth's surface, (ii) an ocean with a layer of conducting bottom sediments, and (iii) a conducting mantle at a depth of a few hundreds of kilometres. Table 3 summarizes the information about the Earth's electrical conductivity. The model adopted here, appropriate for tidal induced fields, has the following features: (i) an ocean represented by a flat sheet of uniform conductivity $\sigma$ and thickness $h$ which can be treated as a thin conducting sheet because the skin depth, $d=\left(\frac{1}{2} \mu \omega \sigma\right)^{-\frac{1}{2}} \sim 60 \mathrm{~km}$, and tidal wave number, $k \sim 10^{-3} \mathrm{~km}^{-1}$, are such that $h \ll d$ and $k h \ll 1$, (ii) a negligible ionospheric and bottom sediment conductivity since their integrated conductivity is much less than that of the ocean, (iii) a non-conducting atmosphere, crust and upper mantle and (iv) a superconducting mantle at a depth $H_{a}$. Thus, given the tidal motion, it is now possible to determine the solutions for the tidal induced electromagnetic fields.

Solutions for the induced fields in an infinite sheet spaced $H_{a}$ above a superconducting mantle are found to be nearly equivalent to solutions for a sheet above a

|  | Table 3 |  |  |
| :--- | :---: | :---: | :---: | :--- |
|  | Electrical conductivity |  |  |

finitc conducting $\sigma_{m}$ mantlc at a depth $H_{m}$ with $H_{a}=H_{m}+\left(\mu \omega \sigma_{m}\right)^{-\frac{1}{2}}$ provided $\mu \omega \sigma_{m} \gg k^{2}$ (Larsen 1966). For $M_{2}$ frequencics, the Cantwcll-Madden estimates of continental mantlc conductivity and depth give a value $H_{a}=514 \mathrm{~km}$ and the Filloux cstimates of occanic mantle conductivity and depth give a value $H_{a}=149 \mathrm{~km}$. The advantage of a model having a superconducting mantle is that the boundary condition along the superconducting boundary can be easily satisfied by negative image currents at a depth $2 \mathrm{H}_{\mathrm{a}}$.

The agrecment of the model with the real world probably is limited most by the assumption that the conductivity within the Earth is uniformly stratified and the assumption of an abrupt ocean-continental conductivity transition. Neglect of sphericity will also introduce errors but it can be shown that sphericity effects will be less than 10 per cent for clectric and magnetic fields if $H_{a} / R<0.1$ and $k R<5$ where $R$ is the Earth's radius and $k$ the horizontal wave number. For the semidiurnal tide we estimate $k R \sim 4 \cdot 5$. Finally, electromagnetic induction of distant ocean tides should be negligible at the region of interest because of the shielding effect of the highly conducting mantle.

### 1.4 Tidal induced electric and magnetic fields

The observed $M_{2}$ electromagnetic fields of oceanic origin will be shown here to be reasonably consistent with the computed tidal induced fields based on the models. Included is a discussion of the governing electromagnetic equations appropriate for the models, a discussion of the solutions, and a comparison of the computed and observed fields.

Governing equations. The phase velocity $\omega / k$ of barotropic tidal motion in the ocean is negligibly small compared with $c$, the speed of light. Therefore displacement currents can be ignored for tidal-induced fields and Maxwell's equations (Feynman, Leighton \& Sands 1964) are

$$
\begin{aligned}
-\frac{\partial \mathrm{B}}{\partial t} & =\nabla \wedge \mathbf{E}, \\
\nabla \wedge \mathbf{B} & =\mu \mathbf{J}, \\
\nabla . \mathbf{B} & =0
\end{aligned}
$$

and

$$
\nabla \cdot \mathbf{E}=\frac{q}{\varepsilon},
$$

where $\mathbf{B}$ is the magnetic field, $\mathbf{E}$ the electric field, $\mathbf{J}$ the clectric current density, $q$ the electric charge density, and $\mu=4 \pi \times 10^{-7} \Omega \mathrm{~s} / \mathrm{m}$ the magnetic permeability which is assumed to be the same everywhere as in cacuo. The dielectric constant is $\varepsilon=1 /\left(\mu c^{2}\right)$. Since the particle velocity $u$ is small, the induced magnetic fields will be negligible compared with the steady gcomagnetic ficld $\mathbf{F}$. Then by Ohm's law, the clectric current within the moving ocean of uniform conductivity $\sigma$ is

$$
\mathbf{J}=\sigma(\mathbf{E}+\mathbf{u} \wedge \mathbf{F})
$$

and in the non-conductors above and below the ocean it is zero. These equations imply that $\nabla . \mathrm{J}=0$ which means that if one can ignore displacement currents, one can ignore the term $\partial q / \partial t$ in the electric current continuity equation (Backus 1958). The elcetric current normal to the ocean at the top and bottom vanish to the same order of approximation.

The thin shcet approximations of Maxwell's equations, which govern the electromagnctic field in the occan, have been generalized (Larsen 1966) from Price (1949) to include the casc of barotropic motion. The horizontal and vcrtical components
are subscripted respectively $s$ and $z$. Following Price, the electric current, since it is essentially horizontal, can be represented by a stream function $\psi$ as

$$
I_{s}=-\hat{k} \wedge \nabla_{s} \psi
$$

where

$$
\mathbf{I}_{s}=\int_{-\frac{1}{2} h}^{ \pm h} \mathbf{J}_{s} d z
$$

is the vertically integrated electric current and $\nabla_{s}=\hat{\mathbf{i}} \partial / \partial x+\hat{\mathbf{j}} \partial / \partial y$ is the horizontal gradient operator. The thin sheet approximations combine to form the single equation at the ocean,

$$
\nabla_{s} \cdot\left(\frac{\nabla_{s} \psi}{\sigma h}\right)-\frac{\partial B_{z}}{\partial t}=\nabla_{s} \cdot\left(\mathbf{u} F_{z}\right),
$$

with $B_{z}$ continuous. The terms from the left are resistance, induction and source.
The horizontal electric field, which is nearly uniform from top to bottom is

$$
\mathbf{E}_{s}=-\hat{\mathbf{k}} \wedge\left(\frac{\nabla_{s} \psi}{\sigma h}-\mathbf{u} F_{z}\right) .
$$

Schmucker (1966) has pointed out that $\mathbf{E}_{s}$ is strictly uniform from top to bottom only if $h \ll H_{a}$ for $k H_{a}<0 \cdot 2$. These conditions are satisfied for tidal motion.

The magnetic field by the Biot-Savart law is

$$
\mathbf{B}=\frac{\mu}{4 \pi} \iiint \frac{\mathbf{J} \wedge \mathbf{r}}{r^{3}} d x^{\prime} d y^{\prime} d z^{\prime}
$$

where $\mathbf{r}$ is directed toward the point $(x, y, z)$ from a small current element $\mathbf{J} d x^{\prime} d y^{\prime} d z^{\prime}$ at the point $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$. Replacing the electric current by the stream function and integrating over the thickness of the thin sheet, the magnetic field is

$$
\mathbf{B}=\frac{\mu}{4 \pi} \hat{\mathbf{k}} \int_{0}^{\infty} \int_{0}^{\infty} \mathbf{K} \cdot \nabla_{s}^{\prime} \psi d x^{\prime} d y^{\prime}-\frac{\mu}{4 \pi} \int_{0}^{\infty} \int_{0}^{\infty} \mathbf{K} \cdot \hat{\mathbf{k}} \nabla_{s}^{\prime} \psi d x^{\prime} d y^{\prime},
$$

where

$$
\nabla_{s}^{\prime}=\hat{\mathbf{1}} \partial / \partial x^{\prime}+\hat{\mathrm{j}} \partial / \partial y^{\prime} .
$$

For $\boldsymbol{\rho}=\hat{\mathbf{1}}\left(x-x^{\prime}\right)+\hat{\mathbf{j}}\left(y-y^{\prime}\right), \mathbf{r}=\boldsymbol{\rho}+\hat{\mathbf{k}}\left(z-z^{\prime}\right)$, and $\zeta=z-z^{\prime}$, the kernel $\mathbf{K}$ is

$$
\mathbf{K}=\frac{\rho}{h} \int_{z-\frac{1}{2} h}^{z+\frac{1}{2} h}\left(\zeta^{2}+\rho^{2}\right)^{-\frac{3}{2}} d \zeta+\frac{\hat{\mathbf{k}}}{h} \int_{z-\frac{1}{2} h}^{z+\frac{1}{2} h} \zeta\left(\zeta^{2}+\rho^{2}\right)^{-\frac{2}{2}} d \zeta,
$$

where

$$
\rho^{2}=\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2} .
$$

Since $B_{z}$ must vanish at the interface of the superconducting mantle which is at depth $H_{a}$, we imagine, at a depth $2 H_{a}$, a thin layer of electric currents which are the negative image of the ocean electric currents. Then, because of symmetry, $B_{z}$ vanishes at the interface and $\mathbf{B}$ can be expressed as a function of the electric currents in the ocean and the negative image currents in the mantle. Also, since the continent is assumed non-conducting, the stream function will be constant at the coast line and this constant can be arbitrarily set to zero along this particular boundary. Then performing an integration by parts and using the boundary condition, $\psi=0$ for $y=0$, our 'thin sheet' equation, after substitution of $B_{z}$, becomes

$$
\nabla_{s} \cdot\left(\frac{\nabla_{s} \psi}{\sigma h}\right)+\frac{\mu}{4 \mu} \frac{\partial}{\partial t} \int_{0}^{\infty} \int_{-\infty}^{\infty} \psi G d x^{\prime} d y^{\prime}-\frac{\mu}{h} \frac{\partial \psi}{\partial t}=\nabla_{s} \cdot\left(\mathbf{u} F_{z}\right),
$$

where

$$
G=\left(\rho^{2}+\frac{1}{4} h^{2}\right)^{-\frac{1}{2}}-\left(\rho^{2}+4 H_{a}^{2}\right)^{-\frac{1}{2}}+12 H_{a}^{2}\left(\rho^{2}+4 H_{a}^{2}\right)^{-\frac{1}{2}} .
$$

This integro-differential equation, applying to $-\infty \leqslant x \leqslant \infty, 0 \leqslant y \leqslant \infty$, and $-\frac{1}{2} h \leqslant z \leqslant \frac{1}{2} h$, is independent of $z$ because of the thin sheet occan approximation. Thcrefore, given $\mathbf{u} F_{z}$ in terms of $x$ and $y$, the equation can be solved for the stream function and the solutions for the electric and magnetic field can then be detcrmined. Two alternate forms of this equation have been found but the above form is the most useful for numerical purposes because the kernel is non-singular for $\rho=0$ and differentials of $\psi$ do not appear in the integrand. If self-induction were ncgligibly small, the second and third terms on the left-hand side would vanish and the equation would reduce to a d.c. resistance type problem. For tidal induced fields in the open ocean, however, sclf-induction effects must be included.

Fields induced by Kelvin wave. The source term $\nabla_{s} .\left(\mathbf{u} F_{z}\right)$, by the continuity equation for uniform water depth $h$, becomes $-\left(F_{z} / h\right) \partial \zeta / \partial t+\mathbf{u} . V_{s} F_{z}$. For the Kelvin solution we have

$$
\nabla_{s} \cdot\left(u F_{z}\right)=\frac{i \omega}{h} F_{z}(1-i \beta) \zeta
$$

where $\beta=\left(\partial F_{z} / \partial x\right)\left(k F_{z}\right)^{-1}$ is the fractional change of $F_{z}$ in distance $k^{-1}$ along the coast. To a first approximation $\beta$ and $F_{z}$ are assumed constant with values appropriate to the latitude of interest.

Since the source term is proportional to $\exp (i(k x-\omega t))$, the stream function and fields will also be proportional to the same factor and the stream function and fields may be non-dimensionalized to $\Phi=\psi\left(\sigma h U F_{z} / k\right)^{-1}, \widehat{\mathbf{E}}=\mathbf{E}\left(U F_{z}\right)^{-1}$, and $\widehat{\mathbf{B}}=\mathbf{B}\left(k U F_{z} / \omega\right)^{-1}$, where $U=\omega A(k h)^{-1} \exp (i(k x-\omega t))$ is the water motion at the coast. Suitable non-dimensional parameters arc $Q=\frac{1}{2} \mu \omega \sigma / / k, \gamma=2 k H_{a}$, and $\delta=\frac{1}{2} k h$. The non-dimensional stream function then satisfies the integro-differential equation

$$
\frac{d^{2} \Phi}{d Y^{2}}-\Phi-i Q\left[\int_{-Y}^{\infty} \Phi(\eta+Y) G_{1}(\eta, \delta, \gamma) d \eta-\frac{\Phi(Y)}{\delta}\right]=i(1-i \beta) \mathrm{e}^{-(\delta / \omega) Y}
$$

and the boundary condition $\Phi=0$ for $Y=0$, wherc $Y=k y$. The kernel $G_{1}$ is

$$
G_{1}=\frac{1}{\pi}\left\{\frac{K_{1}\left[\left(\eta^{2}+\delta^{2}\right)^{\frac{1}{2}}\right]}{\left(\eta^{2}+\delta^{2}\right)^{\frac{1}{2}}}+\frac{\gamma^{2} K_{0}\left[\left(\eta^{2}+\gamma^{2}\right)^{\frac{1}{2}}\right]}{\left(\eta^{2}+\gamma^{2}\right)}-\left(\eta^{2}-\gamma^{2}\right) \frac{K_{1}\left[\left(\eta^{2}+\gamma^{2}\right)^{\frac{1}{2}}\right]}{\left(\eta^{2}+\gamma^{2}\right)^{\frac{1}{2}}}\right\} .
$$

wherc $K_{0}$ and $K_{1}$ are modified Bessel functions of the sccond kind.
The horizontal components of the clectric field within the ocean, from Ohm's law for a moving conductor, are

$$
\hat{E}_{x}(Y)=\frac{d \Phi}{d Y},
$$

and

$$
\hat{E}_{y}(Y)=-i \Phi+(1-i \beta) \mathrm{e}^{-(S(\omega) Y} .
$$

The components of the magnetic field at the Earth's surface, by the Biot-Savart law after intcgrating out the $x$ dependency, are

$$
\begin{gathered}
\hat{B}_{x}^{( \pm)}(Y)=i Q \int_{-Y}^{\infty} \Phi(\eta+Y) G_{2}^{( \pm)}(\eta, \delta, \gamma) d \eta, \\
\hat{B}_{y}^{( \pm)}(Y)=Q \int_{-\gamma}^{\infty} \frac{d \Phi(\eta+Y)}{d Y} G_{2}^{( \pm)}(\eta, \delta, \gamma) d \eta,
\end{gathered}
$$

and

$$
\hat{B}_{z}(Y)=-Q \int_{-Y}^{\infty} \Phi(\eta+Y) G_{1}(\eta, \delta, \gamma) d \eta+\frac{Q}{\delta}(Y)
$$

where, for the superscript $( \pm)$, plus is taken for the top and minus for the bottom of the ocean. The kernel $G_{2}{ }^{( \pm)}$is

$$
G_{2}^{( \pm)}=\frac{( \pm 1)}{2 \delta \pi}\left\{K_{0}\left[\left(\eta^{2}+4 \delta^{2}\right)^{\frac{1}{2}}\right]-K_{0}[|\eta|]\right\}+\frac{\gamma}{\pi} \frac{K_{1}\left[\left(\eta^{2}+\gamma^{2}\right)^{\frac{1}{2}}\right]}{\left(\eta^{2}+\gamma^{2}\right)^{\frac{1}{2}}} .
$$

Solutions. Solutions for the stream function and the fields at $M_{2}$ frequency were determined by a finite difference approximation of the equations. Because the kernels $G_{1}$ and $G_{2}{ }^{( \pm)}$have singularities in the complex plane, special care must be used in the finite difference approximation of the integrals. These difficulties were avoided in the present study by finding asymptotic expressions for $G_{1}$ and $G_{2}{ }^{( \pm)}$ near the singularities which could be integrated analytically. Further away from the singularities, the kernels were computed using a polynomial approximation of the Bessel functions (Lee 1963). A solution for the stream function was then found by a matrix inversion of the finite difference approximation of the integro-differential equation using 70 grid points. The electromagnetic fields were then computed from the stream function.

Solutions were found for the following three cases: (1) $f / \omega=0 \cdot 519, H_{a}=149 \mathrm{~km}$, (2) $f / \omega=0.519, H_{a}=514 \mathrm{~km}$, and (3) $f / \omega=0, H_{a}=149 \mathrm{~km}$. Oceanic and continental mantle conductivity give, respectively, the values $H_{a}=149$ and 519 km . For $30^{\circ} \mathrm{N}$ latitude we have $f / \omega=0.519$. Cases 1 and 2 were computed to compare the differences due to a change in $H_{a}$. Case 3 was computed to show the effects of a wave whose amplitude does not decrease off shore. The solution far from the coast for this case was found to be within one per cent of the plane wave solution for an ocean without boundaries. The amplitudes and phase leads (relative to the water motion) for the stream function $\Phi$, the emf source $S=i(1-i \beta) \exp (-Y f / \omega)$, the electric field $\widehat{\mathbf{E}}$, and the magnetic field $\widehat{\mathbf{B}}$ for the three cases are plotted in Figs 6-8 as functions of $Y=k y$ (distance off shore). Values used in computation, appropriate for the ocean off California, were $\omega / k=207 \mathrm{~m} / \mathrm{s}, \quad h=4.4 \mathrm{~km}, \sigma=3 \cdot 26 \Omega^{-1} / \mathrm{m}$ and $\beta=0.28$.

Discussion of solutions. Some common features are: The stream function is a smoothly varying function of $Y$. The horizontal electric field, the magnetic field normal to the coast and the vertical magnetic fields are enhanced at the ocean's boundary due in part to the assumed abrupt ocean-continental conductivity transition that concentrate electric currents along it and in part to the edge effect of the water motion. The horizontal magnetic field is enhanced beneath the ocean, a consequence of the induced electric currents in the conducting mantle.

Some differences of the solutions between the cases are the following: cases 1 and 2 show that, for smaller depths to the conducting mantle, the horizontal magnetic field beneath the ocean and the horizontal electric and vertical magnetic field at the coast are more enhanced. Cases 1 and 3 show that the horizontal magnetic field beneath the ocean is much larger for a wave which remains constant offshore than for a Kelvin wave.

Comparison of computed and observed fields. The observed $M_{2}$ variations are compared in Table 4 with the computed values for cases 1-3. Case 3 can be immediately ruled out but the other cases seem to fit the observed values reasonably well. Cases 1 and 2 probably give similar results because the observation sites are close to the edge of the ocean so that the coastal enhancement masks the mantle enhance-


Fig. 6. Case 1. Semidiurnal tidal induced fields for $H_{a}=149 \mathrm{~km}, f / \omega=0.519$. Upper curves phase lead relative to water motion and lower curves non-dimensional amplitudes plotted as function of $k y$, positive for offshore distances. Outer edge of continental shelf at $y=0$ and stations Tucson, Cambria and Sea Floor are noted. Superscripts $(+)$ and ( - ) refer respectively to values above and below ocean. Solid line $\hat{B}_{x}$; dashed $\hat{B}_{y}$; dotted $\hat{B}_{z}$. See text for further description.


Fig. 7. Case 2. Semidiurnal tidal induced fields for $H_{a}=514 \mathrm{~km}, f / \omega=0.519$. See legend for Fig. 6.


Fig. 8. Case 3. Semidiurnal tidal induced fields for $H_{a}=149 \mathrm{~km}, f / \omega=0$. See legend for Fig. 6.
ment. Therefore the observations are inadequate to determine the mantle conductivity. The computed fields suggest, however, that the observed $M_{2}$ fields at the station sites are induced by barotropic tidal motion similar in some respects to a Kelvin wave. The fit, however, is not perfect as the model is only an approximation of the tides and conductivity. The possibility that part of the variation might be induced by baroclinic tidal motion has been investigated (Larsen 1966). It was shown there that baroclinic tidal induced fields will be negligible compared with barotropic tidal induced fields.

## Table 4

Observed and computed $M_{2}$ tidal induced fields for various cases using observed tide height ut Avila Beuch $\zeta=0.5 \cos \left(w t+235^{\circ}\right) \mathrm{m}$. Fields tabulated as cosine wave $A \cos (w t+0)$ where phase is relative to zero hour, 1965 January 1 U.T.
$\mathrm{F}_{\mathrm{Z}}=-.38$ gauss

Station

| Station |  | Observations |  | $f / \omega=0.519$ | $f / \omega=0.519$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Sea floor $\Delta E$ | Amplitude $(\mathrm{mV} / \mathrm{km})^{*}$ | $0.62 \pm 0.10$ | 0.62 | 0.68 | 0.77 |
|  | Phase $(\operatorname{deg})$ | $267 \pm 15$ | 261 | 262 | 284 |
|  | Azimuth $\left({ }^{\circ} T\right)^{*}$ | $83 \pm 6$ | 72 | 76 | 97 |
|  | Axis ratio | $0.01 \pm 0.04$ | 0.45 | 0.25 | 0.63 |
|  | Rotation | $\mathrm{ccw} \dagger$ | $\mathrm{ccw} \dagger$ | $\mathrm{ccw} \dagger$ | $\mathrm{ccw} \dagger$ |
| Sea floor $\Delta D$ | Amplitude $(\gamma)$ | $2.4 \pm 0.8$ | 3.2 | 2.7 | 5.6 |
|  | Phase $($ deg $)$ | $226 \pm 19$ | 259 | 250 | 256 |
| Cambria $\Delta Z$ | Amplitude $(\gamma)$ | $1.6 \pm 0.4$ | 1.9 | 2.4 | 3.1 |
|  | Phase (deg) | $210 \pm 16$ | 146 | 131 | 146 |

[^2]

Fig. 9. Location of stations.

## 2. Tidal induced fields at island stations

### 2.1 Island magnetic observations

Magnetic data from two pairs of island-continental magnetic observatories (see Fig. 9) were analysed to determine the lunar semidiurnal magnetic variation. The observatories were (Honolulu, Hawaii; Tamanrasset, Algeria), (San Miguel, Azores; Toledo, Spain). For each pair, the stations were selected for their similar geographic and geomagnetic latitude, see Table 5, with the expectation that the ionospheric lunar magnetic variations would be nearly the same except for an obvious phase difference due to longitude differences. A comparison of the lunar variations between the continental and island station then permits an estimation of that part due to an oceanic source.

Obsertations. Hourly values of the magnetic components from the sun spot minimum years 1951-56 were obtained from the various stations. The components were $\Delta D$ (horizontal, positive magnetic east variation), $\Delta D$ (horizontal, positive magnetic north variation), and $\Delta Z$ (vertical, positive down variation). Table 6 lists the record lengths which were analysed for the various components at the various stations.

Missing hourly values were replaced by the mean of the daily variation of the two days directly preceding and following the gaps. The individual gaps were never longer than three days and the number of gaps for any one component amounted to less than 1.2 per cent of the record length. The hourly values were then smoothed by a low pass filter with sharp cutoff at $3.72 \mathrm{c} / \mathrm{d}$ to give eight readings per day (trihourly values). No correction for the filter response was needed at the lunar semidiurnal frequency.

Results of harmonic analysis. The data for each component from the various stations were divided into seasonal groups centred on the equinoxes and solstices from 1951-56. The seasons being spring, Sp ; summer, S ; fall, F; winter, W. Each

Table 5
Position of magnetic observatories
Station
Honolulu
Tamanrasset
San Miguel
Toledo

| Geomagnetic |  |
| :---: | :---: |
| Latitude | Longitude |
| $21 \cdot 1^{\circ} \mathrm{N}$ | $266 \cdot 5^{\circ} \mathrm{E}$ |
| $25 \cdot 4^{\circ} \mathrm{N}$ | $79.6^{\circ} \mathrm{E}$ |
| $45 \cdot 6^{\circ} \mathrm{N}$ | $50 \cdot 9^{\circ} \mathrm{E}$ |
| $43 \cdot 9^{\circ} \mathrm{N}$ | $74 \cdot 7^{\circ} \mathrm{E}$ |


| Geographic |  |
| :---: | ---: |
| Latitude | Longitude |
| $21^{\circ} 19^{\prime} \mathrm{N}$ | $158^{\circ} 06^{\prime} \mathrm{W}$ |
| $22^{\circ} 48^{\prime} \mathrm{N}$ | $5^{\circ} 32^{\prime} \mathrm{E}$ |
| $37^{\circ} 47^{\prime} \mathrm{N}$ | $25^{\circ} 39^{\prime} \mathrm{W}$ |
| $39^{\circ} 53^{\prime} \mathrm{N}$ | $4^{\circ} 03^{\prime} \mathrm{W}$ |

Table 6

## Hourly values

| Station | Component | Azimuth | Time |
| :--- | :--- | :---: | :--- |
| Honolulu | $\Delta D, \Delta H, \Delta Z$ | $101 \cdot 5^{\circ} T, 11 \cdot 5^{\circ} T$, down | $1951-56$ |
| Tamanrasset | $\Delta D$ | $84 \cdot 5^{\circ} T$ | $1953-56$ |
| Tamanrasset | $\Delta H, \Delta Z$ | $-5 \cdot 5^{\circ} T$, down | $1951-56$ |
| San Miguel | $\Delta D, \Delta H$ | $74^{\circ} T,-16^{\circ} T$ | $1951-56$ |
| San Miguel | $\Delta Z^{*}$ | Down | $11 /$ VII $/ 1951-56$ |
| Toledo | $\Delta D, \Delta H, \Delta Z$ | $81 \cdot 5^{\circ} T,-8 \cdot 5^{\circ} T$, down | $1951-56$ |

* San Miguel $\Delta Z$ variations appear to be in error from VI/52 to VI/56 and the data for this period were ignored.
group consisted of 107 lunar days of data which was faded by a $\sin x / x$ type fading function. Then, harmonic coefficients $a_{n}$ and $b_{n}$, for twenty frequencies, $(200+n) / T$, $n=1, \ldots, 20, T=107$ lunar days, were computed for each component, station and seasonal group.

Power spectral estimates for each component at the various stations were determined by an ensemble average over all available seasonal groups of the squares of the harmonic coefficients, $\frac{1}{2} T\left\langle a_{n}{ }^{2}+b_{n}{ }^{2}\right\rangle$ gamma ${ }^{2}$ /cycles per lunar day. The results are presented in Fig. 10. Most of the spectra show a peak at the $M_{2}$ frequency ( 2 cycles per lunar day). The peaks are broadened somewhat due to fading of the time series. In addition to the peak at the $M_{2}$ frequency, the spectrum for San Miguel $\Delta Z$ shows a peak close to the $N_{2}$ tidal frequency ( $1 \cdot 962$ cycles per lunar day). There appear to be no other prominent peaks present in this frequency interval. The increase of the spectra to the right is due to the continuum about the solar semidiurnal variation.

Seasonal and yearly means of the harmonic coefficients $\left\langle a_{n}\right\rangle$ and $\left\langle b_{n}\right\rangle$ for each component at the various stations were determined from the individual seasonal groups. Table 7 lists the seasonal and yearly mean amplitudes and phases of the


Fig. 10. Power spectral estimates of magnetic variations of the various components at Honolulu, San Miguel, Tamanrasset and Toledo. Frequencies range from $201 / T$ to $220 / T$ where $T=107$ lunar days. The double arrow is the 95 per cent confidence limits for spectra dircetly above and below it, both of which are based on simultaneous data available from 1951-56, see Table 6.
Seasonal and yearly mean $M_{2}$ rariation $A \cos (w t+\theta)$. Phases refer to zero hour, 1951 January 1 U.T. r.m.s. amplitude $\mathscr{R}$ of background based on 15 harmonic terms nearest $M_{2}$ frequency
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Fig. 11. Harmonic dials of seasonal mean lunar $M_{2}$ magnetic variation $A \cos (\omega t+\theta)$ of the various components for San Miguel and Toledo. Seasonal means (Sp, spring; S, summer; F, fall; W, winter) based on data available from 1951-56. Phases refer to zero hour, 1951 January 1 U.T. Large outer circles correspond to four gammas amplitude. Small circles have radii equal to rms amplitude of background and are centred on mean amplitudes and phases.
lunar $M_{2}$ magnetic variations and Table 8, the $N_{2}$ variation. The rms amplitudes $\mathscr{R}$ of the background were determined from the mean coefficients excluding $n=10$, $13,14,15$ and 20.

Seasonal and yearly mean amplitudes and phases from Table 7 are presented pictorially as harmonic dials in Figs 11 and 12 for the various components and stations. Circles having radii equal to the r.m.s. amplitude $\mathscr{R}$ of the background are centred on the mean $M_{2}$ amplitude and phase. If the background is Gaussian noise there is a 63 per cent chance that the circle contains the true value of the periodic part of the signal.

Discussion of results. The seasonal mean of the $M_{2}$ magnetic variation for San Miguel $\Delta D$ changes, season by season, quite similarly as Toledo $\Delta D$, see Fig. 11. For example, the phase of Toledo $\Delta D$ differs, season by season, from the phase of San Miguel $\Delta D$ by an amount which is nearly twice the difference in longitude between the two stations while the amplitudes, season by season, are nearly the same. The same applies for the seasonal changes of San Miguel $\Delta H$ and Toledo $\Delta H$. The seasonal changes for San Miguel $\Delta Z$ and Toledo $\Delta Z$, however, are not similar. After correcting the phases for the difference in longitude, one finds that the amplitude of $\Delta Z$ for San Miguel is about four gammas larger with slight seasonal dependency. The interpretation of these results is the following:

The horizontal $M_{2}$ variations at San Miguel are probably due entirely to an ionospheric source because the seasonal changes compare so well with those at Toledo. This conclusion is consistent with the relative phase shift ( $50^{\circ}$ as determined from Fig. 11) being nearly that expected ( $43^{\circ}=$ twice the difference in longitude of stations) for an ionospheric semidiurnal progressive wave travelling westwards. The small consistent differences in amplitudes and phases are probably due to ionospheric induced currents in the ocean. The vertical $M_{2}$ variation at San Miguel, however,


Fig. 12. Harmonic dials of seasonal mean lunar $M_{2}$ magnetic variation $A \cos (\omega t+\theta)$ of the various components for Honolulu and Tamanrasset. See legend for Fig. 11.
is due mostly to an oceanic source because of its large amplitude relative to Toledo $\Delta Z$. The oceanic part is estimated to have an amplitude 3.8 gammas and a phase $153^{\circ}$ relative to zero hour, 1951 January 1 U.T. The small seasonal changes of the vertical $M_{2}$ variation at San Miguel are probably due to an ionospheric source. These conclusions are consistent with the facts, (i) that oceanic tidal induced variations should show negligible seasonal dependency, and (ii) that if there were only an ionospheric source present, the vertical $M_{2}$ magnetic variation at San Miguel should follow closely the seasonal change of the horizontal variations at San Miguel. The $N_{2}$ vertical magnetic variation, detected at San Miguel, see Table 8, lends supporting evidence that the vertical lunar semidiurnal variations at San Miguel are due mostly to an oceanic source. For example, the yearly mean for San Miguel $\Delta Z$ gives an amplitude ratio $N_{2} / M_{2}=0.25$ and phase difference $\theta_{N_{2}}-\theta_{m_{2}}=58^{\circ}$, similarly the tides at San Miguel yield $N_{2} / M_{2}=0.23$ and $\theta_{N_{2}}-\theta_{\mathrm{M}_{2}}=42^{\circ}$.

Interpretation of the harmonic dials (Fig. 12) for Honolulu and Tamanrasset is not quite as clear. This is probably a result of the large differences in longitude between the two stations. Comparison of the harmonic dials suggest a possibility that part of the $M_{2}$ variation in Honolulu $\Delta D$ has an oceanic source. This variation is estimated to have an amplitude 0.5 gammas and phase $22^{\circ}$. The evidence for this variation of oceanic origin, however, is highly tenuous.

Table 8
Seasonal and yearly mean lumar $N_{2}$ magnetic variation $A \cos (\omega t+\theta)$ and $r$ r.m.s. amplitude ®. Phases refer to zero hour 1965 Jamary 1 U.T. and r.m.s. amplitude based on 15 harmonic terms nearest $M_{2}$ frequency

|  |  |  | $A$ | $\theta$ | , |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Station | Component | Season | ( $\gamma$ ) | (deg) | ( $\gamma$ ) |
| San Miguel | $\Delta Z$ | Spring | 0.9 | 204 | $0 \cdot 3$ |
| 1951-1952, 1956 |  | Summer | 0.9 | 186 | $0 \cdot 2$ |
|  |  | Fall | 0.8 | 220 | $0 \cdot 2$ |
|  |  | Winter | 0.9 | 203 | $0 \cdot 2$ |
|  |  | Year | 0.9 | 203 | 0 |

### 2.2 Tidal induced electric and magnetic fields

The observed oceanic tidal induced magnetic field, which was large at San Miguel and small at Honolulu, is shown in the present section to be qualitatively consistent with the computed field based on a model study of the island effect on oceanic tidal induced fields. Observations of the island effect of fields induced by ionospheric sources have been studied by Mason (1963), Parkinson (1962), Voppel (1964), Swift \& Wescott (1964), Rikitake (1964) and Ashour \& Chapman (1965).

Model. Choose a right-handed coordinate system where the $z$ coordinate with unit vector $\hat{k}$, is up and the rectangular coordinates $(x, y)$ or polar $(r, \theta)$ are in the plane of the ocean ( $\theta$ measured counter clockwise from $x$ axis). The model consists of a circular island of radius $r=b$ having a uniform conductivity $v$ times that of sea water and having vertical walls for a coastline. The island is imagined to be in an infinite ocean, of uniform depth $h$ and conductivity $\sigma$, rotating at a uniform rate appropriate to the latitude of interest, and spaced above a superconducting mantle at depth $H_{a}$. The crust and mantle above $H_{a}$ and the atmosphere are assumed nonconducting. The tide, distant from the island, is represented by a free plane wave with wave height

$$
\zeta=A \mathrm{e}^{i k x} \mathrm{e}^{-i \omega t},
$$

where $k=\left(\omega^{2}-f^{2}\right)^{\frac{1}{2}} /(g h)^{\frac{1}{2}}$ is the horizontal wave number and $\omega$ the frequency. The solution for the wave height near the island (Proudman 1914), where $k r \ll 1$ and $k b\left(1-f^{2} / \omega^{2}\right)^{-1} \ll 1$, is approximately $A \exp (-i \omega t)$, i.e. the scattered wave is negligible. Then the horizontal components of the water motion near the island in the direction of increasing $r$ and $\theta$ are approximately

$$
u_{r}=\frac{\omega A}{k h}\left(1-\frac{b^{2}}{r^{2}}\right)\left(\cos \theta-i \frac{f}{\omega} \sin \theta\right) \mathrm{e}^{-i \omega t},
$$

and

$$
u_{\theta}=-\frac{\omega A}{k h}\left(1+\frac{b^{2}}{r^{2}}\right)\left(\sin \theta+i \frac{f}{\omega} \cos \theta\right) \mathrm{e}^{-i \omega t} .
$$

Electric and magnetic fields. In the absence of an island the electric current, for vanishing wave number but $\omega / k=(g h)^{\frac{1}{2}}$ finite and uniform vertical geomagnetic field $F_{z}$ (Larsen 1966), is

$$
I_{f}=\frac{\omega \sigma A F_{z}}{k\left(1-i Q_{f}\right)} \mathrm{e}^{-i \omega t}
$$

and flows in the $y$ direction. The self-induction factor, for $2 k H_{a} \ll 1$ (Larsen 1966), is

$$
Q_{f}=\mu \omega \sigma h H_{a} .
$$

With an island we separate the electric current stream function into a local part $\Psi_{l}$ and a far part $\Psi_{f}$ such that $\Psi_{l}$ vanishes far from the island and $\Psi_{f}=-I_{f} r \cos \theta$. The contribution to the electric current by the scattered wave can be shown to be negligible for $k b \ll 1$. Furthermore, the self-induction associated with $\Psi_{1}$, the local electric currents, will be negligible provided $\mu \omega \sigma h b \ll 1$. Then the integrodifferential equation governing the stream function (see Section 1.4) simplifies to

$$
\nabla^{2} \Psi_{t}=0
$$

Solutions (Ashour \& Chapman 1965) are then

$$
\psi_{l}=I_{f} \kappa \frac{b^{2}}{r} \cos \theta, \text { for } r \geqslant b,
$$

and

$$
\psi_{t}=I_{f} \kappa r \cos \theta, \text { for } 0 \leqslant r \leqslant b,
$$

where $\kappa=(1-v) /(1+v)$ is a factor depending on the island-ocean conductivity contrast. One sees that the island behaves as a dipole current source which modifies the uniform electric currents flowing in the ocean. To the above approximation, we can then compute the electric and magnetic field from $\psi_{l}$ and $\psi_{s}$ by the thin sheet approximations (Section 1.4) of the electromagnetic equations. We first nondimensionalize the fields to $\widehat{\mathbf{E}}=\mathbf{E}\left(\sigma h_{/} I_{\rho}\right)$ and $\widehat{\mathbf{B}}=\mathbf{B}\left(\mu I_{\rho}\right)^{-1}$.

The horizontal components of the electric field at the point $(r, 0)$ within the ocean $(r \geqslant b)$ are found to be

$$
\hat{E}_{r}=\left(1-\kappa \frac{b^{2}}{r^{2}}\right) \sin \theta-\left(1-i Q_{f}\right)\left(1+\frac{b^{2}}{r^{2}}\right)\left(\sin \theta+i \frac{f}{\omega} \cos \theta\right),
$$

and

$$
\widehat{E}_{\theta}=\left(1+\kappa \frac{b^{2}}{r^{2}}\right) \cos \theta-\left(1-i Q_{s}\right)\left(1-\frac{b^{2}}{r^{2}}\right)\left(\cos \theta-i \frac{f}{\omega} \sin \theta\right) .
$$

The first term on the right is the field due to the electric currents within the ocean and the second term is $\mathbf{u} \wedge \mathbf{F}$. On the island ( $r \leqslant b$ ) the horizontal components are found to be

$$
\hat{E}_{r}=(1+\kappa) \sin \theta,
$$

and

$$
\widehat{E}_{\theta}=(1+\kappa) \cos \theta .
$$

This field is linearly polarized in the direction of the wave crest.
The magnetic field due to the image of the local electric current at depth $2 \mathrm{H}_{a}$ will be negligible (to within a few per cent) provided $2 H_{a} / b>5$. Then the components of the magnetic field at the point $(r, 0)$ and height $z$ above mid-ocean depth, for vanishing $h$, are found to be

$$
\begin{gathered}
\hat{B}_{r}=-\frac{\kappa}{2} \cos \theta\left[1-\frac{z}{\pi} \int_{0}^{\pi} \int_{0}^{\infty}\left(1+\left(\frac{b}{r^{\prime}}\right)^{2} \cos 2 \theta^{\prime}\right)\right] P r^{\prime} d r^{\prime} d \theta^{\prime} \\
\hat{B}_{\theta}=\frac{\kappa}{2} \sin \theta\left[1-\frac{z}{\pi} \int_{0}^{\pi} \int_{b}^{\infty}\left(1-\left(\frac{b}{r^{\prime}}\right)^{2} \cos 2 \theta^{\prime}\right)\right] P r^{\prime} d r^{\prime} d \theta^{\prime}
\end{gathered}
$$

and

$$
\widehat{B}_{z}=\frac{\kappa}{2 \pi} \cos \theta \int_{0}^{\pi} \int_{b}^{\infty}\left[r^{\prime} \cos \theta^{\prime}-r+\left(\frac{b}{r^{\prime}}\right)^{2}\left(r^{\prime} \cos \theta^{\prime}-r \cos 2 \theta^{\prime}\right)\right] P r^{\prime} d r^{\prime} d \theta^{\prime}
$$

where

$$
P=\left(r^{2}+r^{\prime 2}-2 r r^{\prime} \cos \theta^{\prime}+z^{2}\right)^{-z} .
$$

If the island were as conducting as sea water, $\kappa=0$, and the magnetic field would vanish. For $\theta=0^{\circ}$, one sees that $\widehat{B}_{\theta}=0$ and for $\theta= \pm 90^{\circ}, \widehat{B}_{r}=\widehat{B}_{\theta}=0$. For $r=0$, we find $\widehat{B}_{r}=-\frac{1}{2} \kappa \cos \theta\left[1-z /\left(z^{2}+b^{2}\right)^{\frac{1}{2}}\right], \widehat{B}_{0}=\frac{1}{2} \kappa \sin \hat{\theta}\left[1-z /\left(z^{2}+b^{2}\right)^{\frac{1}{t}}\right]$, and $\widehat{B}_{z}=0$, and for $z=0$ and $r \ll b$, we have $\widehat{B}_{z}=\frac{1}{2} \kappa \cos \theta(r / b)$.

The components of the fields are plotted in Fig. 13 as a function of distance $r / b$ from the centre of a non-conducting island ( $\kappa=1$ ) for directions $\theta=0^{\circ}$ and $-90^{\circ}$. The electric field was computed using the values $h=4 \mathrm{~km}, \sigma=3 \Omega^{-1} / \mathrm{m}$, $H_{a}=150 \mathrm{~km}$, and $k=10^{-3} \mathrm{~km}^{-1}$, appropriate for the ocean about San Miguel and for $M_{2}$ tidal frequency. The magnetic field, for height $z / b=0 \cdot 1$, was computed by numerical integration and the values agree with the solution for an equivalent electromagnetic problem (Ashour \& Chapman 1965).


Fig. 13. Island effect on tidal induced electric and magnetic fields for a small circular, non-conducting island of radius $b$ spaced above a superconducting mantle at a depth much greater than the size of the island. Non-dimensional amplitudes plotted as functions of distance $r / b$ from centre of island for the directions $\theta=0^{\circ}$ (solid line) and $-90^{\circ}$ (dashed line) relative to the propagation direction of tide.

Discussion of solutions. The principal features of the solution are the following: (i) the vertical magnetic field and horizontal electric field are enhanced at the edge of a non-conducting island (the magnetic field is enhanced because of the concentration of electric currents at the edge of the island while the electric field in the ocean is enhanced by the concentration of both the electric and tidal currents near the edge), (ii) the horizontal magnetic field near the centre of the island is linearly polarized normal to the wave crest, (iii) the horizontal electric field within the island is linearly polarized parallel to the wave crest, (iv) the phases of the magnetic field or the electric field on the island do not depend on $r$. Hence, observed phases of the fields might be used to determine the phase and direction of tidal induced currents in the deep ocean.

Comparison of solutions with observations. We approximate the islands for the stations San Miguel and Honolulu by circular islands of radius $b=50 \mathrm{~km}$. Then for semidiurnal frequency we find that $k b\left(1-f^{2} / \omega^{2}\right)^{-1}=0 \cdot 07, \mu \omega \sigma h b=0 \cdot 11$, $2 k H_{a}=0 \cdot 3$, and $2 H_{a} / b=6$ so that the approximations assumed appear to be reasonably valid for the region $r / b<4$.

Quantitative interpretation of the observed tidal induced magnetic fields at the island stations with the computed fields for the island model, however, is impossible as, (i) there is only one magnetic station per island, (ii) the electric field was not measured, and (iii) the island's conductivity and its distribution is relatively unknown. The observations, however, are qualitatively consistent with the features of the computed fields. For example, the San Miguel station, because it has a large vertical magnetic field of oceanic tidal origin, is probably located near the edge of a relatively
non-conducting island. This conclusion is consistent with the fact that an oceanic tidal induced horizontal field was not observed and hence must be much smaller. The lack of an oceanic tidal induced vertical field at the Honolulu station has the following possible explanations: (i) the station is near the centre of the island, (ii) the island has a conductivity near that of sea water, or (iii) there are no oceanic tidal induced electric currents near Hawaii. The third possibility probably can be ruled out.

Although the phases are relatively unaffected by the island, it was not possible to infer, from the observations, either the tidal motion in the open ocean or the mantle conductivity because more information is needed about tidal motion in the deep ocean.

## 3. Conclusions

The principal conclusions for part 1 are the following: (i) the lunar semidiurnal periodicity ( 12.4206 h period) in the electromagnetic field at the sea floor site and in the magnetic field at the coastal site has a predominant oceanic origin, (ii) the observed periodicities are consistent with the fields computed using a model of the Earth's electrical conductivity and a Kelvin wave model of the barotropic lunar semidiurnal tide along the California coast, (iii) baroclinic induced fields of tidal frequency are unlikely to be detected because the fields are many times smaller than those for the barotropic tides, (iv) the tidal variations were inadequate to determine the distribution of mantle conductivity. Because of the above, it is concluded that the observed lunar semidiurnal periodicity is caused by a barotropic tide in the ocean and that the Kelvin wave solution may be a reasonable model of the lunar semidiurnal tide along the California coast.

The principal conclusions for part 2 are the following: (i) the lunar semidiurnal periodicity ( 12.4206 h period) in the vertical component of the magnetic field at San Miguel has a definite oceanic tidal origin, (ii) this variation appears to be qualitatively consistent with computed fields for an island model, (iii) it is not possible to conclude definitely that there is an oceanic tidal induced field at Honolulu, (iv) the lack of deep ocean tidal measurements or electric field observations makes it impossible to determine the distribution of mantle conductivity.

These conclusions suggest the possibility that other types of barotropic water motion such as tsunamis or planetary waves may induce observable electromagnetic fields at coastal, island, or oceanic stations. Also, the possibility that other coastal or island magnetic observatories may contain a significant oceanic tidal induced variation cannot be arbitrarily ruled out.
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## New Feature of the East Australian Current

As part of the global cruise of the Coast and Geodetic Survey ship Oceanographer, a brief investigation of the East Australian Current was conducted in September 1967 by personnel from the Pacific Oceanographic Research Laboratory and the Division of Fisheries and Oceanography. The results reported here are from oceano. graphic casts along $31^{\circ}$ S. extending eastward 170 km from the Australian continental shelf. Closely spaced observations, made feasible by the satellite navigation system on board the ship, revealed some previously unknown details of the current.

Most of the previous observations of this current were presented and discussed by Hamon ${ }^{1,2}$. The current is typically present as a narrow stream near the shore. South of $33^{\circ}$ S., detached, fast-moving eddies are common, and the current location and pattern is quite variable with time. The current system eventually trends to the east and in part returns to the north far offshore. It is typical of western boundary currents in some but not all respects.

Density structure is frequently used to compute geostrophic flow relative to a selected reference level. Hopefully, this level has no horizontal motion; otherwise, all computed velocities are in error by its motion. For this study, the method of Defant ${ }^{3}$ was used to select zones of minimum shear which, he argued, represent zones of least horizontal motion.

The geostrophic flow across $31^{\circ} \mathrm{S}$. is shown in Fig. 1. The south going East Australian Current, with peak speeds above $140 \mathrm{~cm} \mathrm{~s}^{-1}$, is highly structured with speeds in excess of $50 \mathrm{~cm} \mathrm{~s}^{-1}$ over a horizontal extent of about 40 km . From these data, volume transport of the East Australian Current was computed to be $29 \times 10^{6} \mathrm{~m}^{3} \mathrm{~s}^{-1}$. A previously unreported counter-current is found shoreward of station 4. A maximum speed above $40 \mathrm{~cm} \mathrm{~s} \mathrm{~s}^{-1}$ is indicated at 200 m ; volume transport above $1,000 \mathrm{~m}$ was computed to be $4 \times 10^{6} \mathrm{~m}^{3} \mathrm{~s}^{-1}$.

Other data obtained on this cruise show that the East Australian Current diverged from the edge of the shelf in this area. It is possible that the observed countercurrent was part of a local entrainment process, rather than a permanent feature of the current itself.


Fig. 1. Vertical section of geostrophic flow (cm sis ${ }^{-1}$, based on a reference level of variable depth, along $31^{\circ}$ S., September $21-22,1967$. N and S indicate north and south flow, respectively.

Between stations 4 and 5 , a deep northerly flow is indicated beneath the East Australian Current. This brings to mind similar flows reported under the Gulf Stream ${ }^{4-6}$. Volkmann ${ }^{5}$ found a counter-current from surface to bottom inshore of the Gulf Stream, but his near-surface speeds were much less than those reported here. Our data density, however, is inadequate to show if continuity exists between the upper and lower countercurrents.
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## Transport of the Alaskan Stream

The Alaskan Stream, a westward flow along the south side of the Alaska Peninsula and Aleutian Islands, has been known to exist for decades, but its westward extent, true speeds and other details were not generally recognized until much later. Based on observations made in the summer of 1959 , Favorite ${ }^{1}$ described the system and concluded that the Alaskan Stream is a narrow, western boundary current with peak surface speeds exceeding $50 \mathrm{~cm} / \mathrm{s}$. An analysis of data obtained by the Scripps Institution of Oceanography in January 1966 and by the Pacific Oceanographic Research Laboratory in September 1966 and 1967 shows that appreciable changes occur in volume transport and width of the Stream.

I wish to discuss here the volume transport in the upper $1,000 \mathrm{~m}$ only, because the more sparse deeper data indicate that variations in relative transport (assuming zero speed at $1,000 \mathrm{~m}$ ) imply real changes in the system.

At $165^{\circ} \mathrm{W}$ the relative volume transport of the Stream in January 1966 was computed to be $8 \times 10^{6} \mathrm{~m}^{3} \mathrm{~s}^{-1}$. Results from a section very near $165^{\circ} \mathrm{W}$ in September 1966 indicate that the relative volume transport was $5 \times 10^{6} \mathrm{~m}^{3} \mathrm{~s}^{-1}$. The transports computed for September 1966 and September 1967 for an adjacent section differed by only $0.4 \times 10^{6} \mathrm{~m}^{3} \mathrm{~s}^{-1}$. These data also indicate that near $165^{\circ} \mathrm{W}$ the Stream was approximately twice as wide in winter as in summer. Farther west, Bureau of Commercial Fisheries data for 1965 and 1966 show winter and summer differences in transport and width very similar to these.

Uda ${ }^{2,3}$ concluded that northward transport into the Gulf of Alaska varies directly with the difference in atmospheric pressure in the Aleutian Low and North American Arctic High. This difference is large in winter and much smaller in summer ${ }^{4}$. The winter and summer differences in volume transport reported here are consistent with Uda's hypothesis, and the results imply that flow of the Alaskan Stream west of the Gulf of Alaska is correlated with the seasonal pressure systems.

I thank Dr Donald V. Hansen and Mr T. V. Ryan of the Environmental Science Services Administration for helpful suggestions.

> R. K. Reed

Pacific Oceanographic Research Laboratory, Environmental Science Services Administration, Seattle, Washington.
Rocelved Septeraber 23, 1968.
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' Uda, M., Abst. Symp. Pap. Tenth Pacific Science Conoress, 345 (1961).

- Uda, M., J. Fish. Res. Bd. Canada, 20, 119 (1963).
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Atlantic Oceanographic Laboratories, Miami.

GU OCTOBER 1968

The Editor has invited me to write a column, hopefully monthly, combining a training of many years in tides with an abysmal lack of knowledge of local waters, of boating in general and of fishing. He has also informed me that I will not be premitted to hide behind horrendous mathematical formulas. I'm willing to try!

Although the ESSA Atlantic Oceanographic Laboratories arrived only recently in Miami, we receive a remarkably large number of phone inquiries requesting tide information for nearby waters. Although I try to oblige to the best of my ability, I am haunted by the thought that most of the callers don't want tide information and that what they really want is tidal current information. For example, in navigating small craft, the problem of currentinduced drift is frequently more significant than the available depth of water at a given time. The question then is whether the caller knows enough of the local relationship between tide and tidal current to properly use the tide information. The relationship is not constant but varies from place to place. The time of slack water does not generally coincide with the time of high or low water nor does the time of maximum current usually coincide with the time of most rapid change in the vertical height of the tide. At stations located on a tidal river or bay, the time of slack water may differ from one to three hours from the time of high or low water. It is for this reason that the U.S. Coast and Geodetic Survey publishes tidal current tables as well as tide tables.

## GO NOVEMBER 1968

A number of years ago, we were informed that on occasion the pilots were having a hard time bringing large aircraft carriers into the Brooklyn Navy Yard. We were somewhat horrified to find that, although tidal current predictions were available, the pilots were using a rule of thumb correction to tide predictions to obtain times of slack water. We ran tests and found that the rule of thumb conversion was ordinarily but not always dependable. The moral is- use tidal current predictions if they are available. (Tidal Current Tables, Atlantic Coast of North America, is an annual publication of the Coast and Geodetic Survey. Cost \$2. information parallels copy of annual tide tables.)

The reason why tides and tidal currents do not have a set time relationship is that there are two types of tide waves, progressive and stationary (standing). A progressive wave is essentially what you will see if you throw a pebble into a still pond. A train of waves will move away from the starting point. If you could examine the water particle motion in the wave train, you would find that the maximum current forward is found at the crest (high water), the maximum current in the opposite direction is found at the trough (low water) and halfway between (mean water level) there is no horizontal motion.

A standing wave is easily imagined in a rectangular tank partially full of water when one end is suddenly tilted. The water will slosh back and forth with high water at one end occurring simultaneously with low water at the other and a nodal (no tide) line in the middle. At this moment there is no current anywhere in the tank. Then the water flows in the opposite direction with maximum speed when the level at the ends is at mid-water.

The observed tide at any point is some undetermined combination of progressive and standing waves and therefore the associated current is not readily inferred.

GO DECEMBER 1968
I have previously recommended that, if you need tidal current predictions, use the tidal current tables rather than the tide tables with some rule of thumb correction. You will find however that there are many places in the tide tables that are not covered in the tidal current tables. The reason is that, unlike tide observations, tidal current observations are quite difficult and expensive to obtain.
One could, if need be, install a marked ruler vertically in the water and read the height at fixed intervals of time to obtain reasonable good tide records. What is more, the data would be fairly representative of the tide at a number of nearby places. Tide guages are inexpensive and require little attention. With current measurements, however, you need calibrated meters to measure both the direction and speed of the flow. You need to note the depth of the meter because at the same position but a different depth the current may be flowing in the opposite direction. Nearby you may have an eddy with different speeds and directions. All of this takes ships, buoys and expensive equipment. Consequently, we have current data for fewer places than we have tide observations, the observed series are usually shorter and the reliability of the observations is frequently poorer.

# Marine Magnetic Study in the Northeast Chukchi Sea 

B. G. Bassinger<br>Institute for Oceanography, ESSA, Silver Spring, Maryland 20910


#### Abstract

During the 1961 and 1962 field seasons, the U. S. Coast and Geodetic Survey conducted sea magnetometer operations off the northwest coast of Alaska. Tracklines, primarily oriented in a north-south direction and spaced at intervals of 10 km or less, provided adequate coverage for the delineation of prominent magnetic anomalies. A distinct change in character of the residual magnetic intensity contours occurs at about $165^{\circ} 30^{\prime} \mathrm{W}$. Very little magnetic relief exists east of this longitude, but, to the west, a north-south trending magnetic feature with anomalies of up to 450 gammas was mapped. The feature appears to be more closely related to north-south structures associated with the Tigara uplift than to the east-west trends of the Colville geosyncline. The increase in magnetic intensity is interpreted as a shallowing of the basement surface that indicates a northern continuation of the Tigara uplift.


Introduction. As part of a systematic survey off the northwest coast of Alaska, the U.S. Coast and Geodetic Survey ship Surveyor collected total magnetic field intensity data during July, August, and September of 1961 and 1962. Survey operations were conducted over an area of approximately $47,300 \mathrm{~km}^{3}$ (Figure 1), in a region where bottom topography is of very low relief and water depths seldom exceed 55 meters. The ship's position, primarily along north-south oriented tracklines spaced at intervals of 10 km or less, was determined by Raydist navigation control. Although the study area is located at latitudes where magnetic disturbances occur frequently, the density of data provides adequate coverage for the delineation of prominent magnetic anomalies.

Geology. As a result of seismic studies in Naval Petroleum Reserve 4, the arctic slope of northern Alaska was found to be a large sedimentary basin with the deepest part of the basin in the foothills north of the Brooks Range: Principal rocks of the basin are Cretaceous in age and range in thickness from about 0.5 km in the Point Barrow area to 4.5 to 6.0 km near the Brooks Range [Woolson et al., 1962]. To the west of this area, Miller et al. [1959] have described the Chukchi basin as having a thick sequence of Cretaceous sedimentary rocks. In the Cape Lisburne area of northwestern Alaska, Payne [1955] indicates that the Tigara uplift contains Paleozoic and Triassic rocks upfaulted and lying adjacent to great thicknesses of Mesozoic rocks.

Off the northwest coast of Alaska, the shelf varies in width from 75 km north of Point Barrow to 750 km in the Chukchi Sea. The shelf is of low relief with average depths of 45 to 55 meters and gradients of $1 \mathrm{~m} / \mathrm{km}$ to local maximum gradients of $40 \mathrm{~m} / \mathrm{km}$ [Creager and McManus, 1965]. In the Chukchi Sca area, the investigations of Dietz et al. [1964] suggest that the shelves are ancient peneplains that have been modified by many transgressions and regressions of the sea. This suggestion has been supported for part of the northeast Chukchi Sea, as a result of scismic reflection studies conducted by Moore [1964].

Magnetic data. A Varian nuclear resonance magnetometer was used to measure the earth's total magnetic field intensity. The sensing unit was towed behind the ship at a minimum distance of 135 meters, resulting in the effect of the ship's field on the measured values to be less than 10 gammas for north-south oriented tracklines.

Magnetic data collected aboard ship were evaluated by correlation between adjacent tracklines and by comparison with magnetograms from Barrow Magnetic Observatory. When disturbances at the observatory were greater than 100 gammas in vertical intensity and/or no correlation of adjacent lines was possible, the total magnetic intensity values were not used in the contouring process. Although approximately $25 \%$ of the data was judged to be questionable, the survey provided


Fig. 1. Index map showing geologic trends and regional magnetic field.
a line spacing of acceptable values of 10 km or less.
Magnetic data obtained on the project were not corrected for temporal variations. A comparison of adjacent tracklines revealed that neither daily nor secular variations of the magnetic field effected the observed values enough to justify a correction. Nevertheless, all discrepancies between observed magnetic values were smoothed in the contouring process.

Anomaly map. A regional gradient of the total magnetic field intensity was determined from Hydrographic Office Chart 1703 (1955). The chart was corrected to 1962 and adjusted
to the observed magnetic values for conformity. No adjustment was required at $68^{\circ} \mathrm{N}$, but, at $71^{\circ} \mathrm{N}$, these data indicate that the residual field is 400 gammas lower than the field shown by the world chart. This discrepancy probably reflects a lack of control in the compilation of the 1955 world chart.

Two iso-gamma lines that represent the magnitude and direction of the earth's magnetic field are shown in Figure 1. A linear interpolation between the lines defines the plane used to determine residual values. Shaded areas of the residual map (Figure 2) represent zones where observed values exceeded the regional field,
and, conversely, areas that are not shaded indicate zones where observed values were lower than the regional field.
The residual magnetic field contour map indicates two prominent features: a central magnetic high and a northern magnetic high. In the study area west of $165^{\circ} 30^{\circ} \mathrm{W}$, the central magnetic high and its corresponding western low form a dominant trend over a major portion of the anomaly map. The magnetic high indicates a prominent north-south lineation with anomalies of $u p$ to 450 gammas. This feature compares favorably with observations made during a regional seaborne magnetic survey
[Ostenso and Parks, 1964]. The northern magnetic high centered at about $71^{\circ} 15^{\prime} \mathrm{N}$ and $168^{\circ} 15^{\prime} \mathrm{W}$ is the sharpest magnetic feature observed in the study area. It reveals an anomaly of up to 650 gammas with about a north $45^{\circ}$ east strike. The anomaly's position and orientation agree with an anomaly previously reported by Ostenso [1962]. Also, several other magnetic traverses in the Chukchi Sea appear to indicate that the high is part of a continuous feature that crosses the shelf.
East of the central magnetic high, the magnetic field is of very low relief. This widely spaced contour interval agrees favorably with


Fig. 2. Residual magnetic field intensity contour map.
an adjacent airborne magnetic survey by the Naval Petroleum Reserve [Woolson et al., 1962].

Discussion. Bathymetric data reveal no significant features that could account for the magnetic anomalies found in the study area. Therefore, these anomalies are the result of either an intrabasement contrast or a relief on the basement surface. Gravity and seismic reflection data give supporting evidence for the latter interpretation.

The central magnetic high is the most significant magnetic feature. A seismic reflection profile crosses the magnetic feature along approximately $70^{\circ} 25^{\prime} \mathrm{N}$ and indicates a fault with upthrown side to the west at the eastern margin of the central magnetic high [Moore, 1964]. To the west of the fault, a zone of east dip is indicated from about $167^{\circ} \mathrm{W}$ to the indicated fault, a traverse of approximately 45 km , whereas, to the east of the fault, tighter folding with some faulting is present. This change in the nature of subbottom structures at the fault and the corresponding difference in the character of magnetic contours suggest that the origin of the fault may be related to a displacement in the basement rock complex. The eastern margin of the uplifted section apparently can be traced over a major portion of the study area and appears to be related to the Tigara uplift.
A free-air anomaly map by Ostenso and Parks [1964] correlates well with the magnetic anomaly map. Although their map is based on a limited number of gravity observations, it does show a north-south contour development with an increase in gravity coincident with the magnetic anomaly. Not enough is known about the subsurface structure and lithology to make a reliable correlation, but, considered together, the magnetic and gravity data suggest that the Tigara uplift, identified in the Cape Lisburne area west of about $165^{\circ} 30^{\circ} \mathrm{W}$, is part of a much larger geologic feature to the north.
Low magnetic relief shown on the eastern part of the anomaly map could be the result of either a thick sedimentary cover or crystalline rocks of low magnetic susceptibility at shallow depths. However, with a thick sedimentary cover known to exist in the Chukchi basin, it would appear that this cover extends westward into the study area to approximately $165^{\circ} 30 \mathrm{~W}$.

Depth estimates based on gravity and magnetic data support the conclusion that the central magnetic high is a result of a basement ridge. Assuming lateral density stability and a density differential of $0.2 \mathrm{~g} / \mathrm{cm}^{8}$ between sediments and basement rocks, the $30-\mathrm{mgal}$ increase in gravity from east to west over the study
area, indicated by Ostenso and Parks [1964], could represent a decrease in sedimentary cover of 3.6 km . Peters' method [Dobrin, 1952] was used to estimate depths on some of the individual magnetic anomalies associated with the central magnetic high. They indicate an average depth of 2.7 km to the upper surface of the magnetic source. This depth is considerably shallower than the $4.5-\mathrm{km}$ minimum depth of Cretaceous sediments indicated in the basin. Therefore, the central magnetic high is interpreted as a shallowing of the basement surface that indicates a northern continuation of the Tigara uplift.

The northern magnetic high is the most prominent magnetic anomaly. Its sharpness is indicative of a near surface source. An increase in gravity associated with this feature suggests that the anomaly is caused by a geologic body of high density and high magnetic susceptibility. It could be a result of basaltic intrusions, as suggested by Ostenso [1962].
Acknowledgments. I am grateful to the officers and men of the U. S. Coast and Geodetic Survey ship Surveyor and to geophysicists who participated in this project. I am particularly indebted to G. Peter, R. K. Lattimore, and R. J. Malloy of the Institute for Oceanography for their helpful suggestions.
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#### Abstract

Twelve sediment cores from the lower Rappahannock estuary in Virginia were analyzed for boron concentration, clay-silt ratio, and percent organic carbon. Clay-silt ratios and percent organic carbon, along with distance upstream in nautical miles and average water salinity, were used as independent variables in linear regression plots with boron concentration as the dependent variable. The results show a lack of correlation between boron concentration and either the clay-silt ratio or the percent organic carbon; however, both a negative correlation with distance upstream and positive correlation with salinity appear to be real. This is taken as evidence supporting the theory of boron incorporation in fine-grained sediments in amounts proportional to the salinity of the depositional environment.


## Introduction

Minor amounts of boron in argillaceous -rliments are thought to have been derived from orerlying saline waters. Research (fforts to date strongly suggest that boron concentration in marine sediments is a fiunction of the depositional environment, a relationship which the present study seeks to explore through analysis of contemporancous sediments and environmental conditions.

Relatively high concentrations of boron (in the ppin range) were first noticed in marine shales by Goldschmidt and Peters 11932). Landergren (1945, 1958) later demonstrated a direct linear relationship between boron in ancient clays and the palcosalinity of the depositional environ-

[^3]ment. Other workers (Degens et al., 1957, 1958; Ernst et al., 1958; Walker and Price, 1963; Ernst, 1963; Potter et al., 1963) conducted investigations hoping to confirm Landergren's relationship over wider areas and conditions. Landergren (1964) suggested a two-step mechanism for boron incorporation in marine sediments, assuming an adsorption process, followed by a more permanent incorporation of the element in the lattice structure of chay minerals.

Recently, various aspects of the boronpaleosalinity relationship have been criticized. Hirst (1962) pointed out that differing rates of deposition will affect boron concentrations in sediments laid down under similar salinity conditions. Other authors (e.g. Spears, 1965) have shown that terrigenous source material contains varying amounts of boron and such deposits may reflect local weathering conditions. Hirst (1962) concluded that the
greater part of the boron located in clay minerals in modern sediments from the Gulf of Paria arrived in the basin of deposition fixed this way. Unusually high boron concentrations in some Japanese rivers have been related to vulcanism (Livingstone, 1963), while argillaceous rocks of evaporitic or desert-type environments evidence a possible climatic factor as the cause of their high boron contents (Ernst, 1963). The consequences of extensive reworking of marine illitic clays have been examined by Harder (1961) and others.

Goldberg and Arrhenius (1958) studied the bonding of boron in pelagic clays and concluded that the element exists in authigenic ferromagnesian minerals or substitutes for silicon in the tetrahedral layer of certain clay minerals. Levinson and Ludwick (1966), on the other hand, proposed that river water is the source of most of the boron in marine clays, and that boron in sea water somehow behaves differently than boron in river water. The boron in freshwater is adsorbed in part or completely by fine sediment particles in suspension when a salinity gradient is met in an estuary. The authors, who referred mainly to a deltaic environment, concluded that boron-enriched fine sediment from rivers does not settle out until it has traveled some distance from land. Hence, according to them, the observed boronsalinity relationship is coincidental, the real relationship being between boron concentration and particle size gradation with distance from shore.

A further complication has been treated by Eager (1962) and Curtis (1964), who advocated a negative correlation between boron and organic carbon content such as they had observed in certain British coal measure sediments. Moreover, Bader (1962) demonstrated that clay minerals could quickly adsorb up to $350 \%$ of their own mass of soluble organic matter from solution. He supposed that strong bonding of organic material to individual clay particles provided an effective barrier against further inclusion of ionic boron.

In spite of the controversial aspects of boron and its relation to marine deposits, a substantial amount of empirical data has
been gathered in support of its use as a paleosalinity indicator. The foremost study of this type is that of Potter et al., (1963), who examined groups of ancient and modern, marine and non-marine sediments taken from many different depositional basins. Their analyses for several trace elements, including boron, were used as variables in multivariate discriminant tests attempting separation of the marine and freshwater environments. The most efficient discriminant function was based on boron and vanadium alone for $33 \mathrm{mod}-$ ern sediments. Using this combination to test 33 ancient sediments whose depositional environments were known, $85 \%$ of the samples were correctly identified as marine or non-marine. Simliar results have been obtained with boron and gallium (Degens et al., 1957) and boron and lithium (Keith and Bystrom, 1959).

## Area of Investigation

The lower Rappahannock estuary (Fig. 1) was selected for an investigation of the boron-salinity relationship in modern sediments because of its known salinity gradient, over the range of 3 to $18 \%$, and its predominantly silt and clay bottom sediments, which were likely to produce significant amounts of boron in whole-sample analyses. Also the presence of industrial contaminants was less evident here than in other Chesapeake Bay estuaries.

The lower portion of the Rappahannock varies from 1 to 2 miles wide and has midchannel depths of between 15 and 70 feet. The geometry of this estuary is largely the product of subaerial erosion during the Pleistocene epoch, the present bathymetry resulting from the drowning of the ancient river valley. Relatively sluggish bottom currents near the center of the channel make this area an effective settling basin for fine-grained sediments.

Twelve short cores, each 2 inches in diameter, were obtained near the center of the river channel at intervals of approximately 3 nautical miles, beginning due cast of Urbanna, Virginia, near Towles Point (Fig. 1) and proceeding upstream. Two adjacent cores were taken at the same location near the mid-range point (Fig. 1, Sta-


Fig. 1. Coring stations in the Rappahannock River.
tion 5) as a check on local variation. The sealed cores were frozen shortly after collection to prevent biochemical action.

## Analytical Method

The sediment cores were thawed and extrurlerl; the top centimeter of sediment was removed, washed, and a portion of it dried. Dried portions were ground powderfine in an agate mortar and stored in plastic vials.

The carminic acid spectrophotometric method of Hatcher and Wilcox (1950), in combination with the standard means of dissolving rock samples by sodium carbonate fusion in a platinum crucible, was used for analysis of sample boron content. Although the carminic acid is not as sensitive as other color forming complexors such as $1-1^{\prime}$ dianthrimide (Werner, 1959), it has the advantages of rapid color derelopment and a reproducible standard curve that permit efficient analysis.

Duplicate analyses were made on each sediment sample, except for Station 1 where a part of the sample was lost. Mixtures of 0.50 g of sample and 2.50 g of sodiun carbonate were fused, then dissolved in sufficient lyydrochloric acid to attain a
pH of $5.7-5.8$. The resultant precipitate, mostly silica, trivalent iron oxide, and alumina, was remored by centrifugation and the remaining solution evaporated to dryness at 95 C . The dried residue was taken up with 5.00 ml of dilute hydrochloric acid and centrifuged so that a 2.0 ml aliquot of the clear liquid could be drawn off. Each aliquot was combined with two drops of concentrated hydrochloric acid and 10 ml of concentrated sulphuric acid in a small flask and allowed to cool. After cooling, 10.0 ml of $0.05 \%$ carmine (alum lake) in concentrated sulphuric acid was added to the solution, which was then mixed and allowed to stand 50 minutes for color development.

The absorbance of each sample was determined at $585 \mathrm{~m} \mu$ in 1 cm quartz cells using a Coleman Model 30 Autoset spectrophotometer. All concentrations were derived from a standard curve based on 2.0 ml aliquots of sodium borate solution covering the range 0 to 10 ppm . Due to the small quantity of sample ( 0.5 g ) ingested during fusion and the minute quantities of boron involved, actual boron concentration for each sample could be obtained from the standard curve by multiplying each read-

Table 1. Boron concentrations (ppm) in Rappahannock River sediment.

| Core no. | Run 1 | Run 2 | *Distance <br> (N. Mi.) |
| :---: | :---: | :---: | :---: |
| 1 | 36.0 | - | 0.0 |
| 2 | 42.5 | 47.0 | 3.0 |
| 3 | 62.0 | 63.0 | 6.4 |
| 4 | 33.0 | 30.0 | 9.3 |
| 5 A | 21.5 | 19.5 | 12.7 |
| 5 B | 51.5 | 43.5 | 12.7 |
| 6 | 21.0 | 27.5 | 15.9 |
| 7 | 22.0 | 28.5 | 18.4 |
| 8 | 51.0 | 48.5 | 20.9 |
| 9 | 25.0 | 13.5 | 23.4 |
| 10 | 34.5 | 42.5 | 26.1 |
| 11 | 25.5 | 18.5 | 28.9 |

* Linear distance upstream from first core at buoy R" 6 " off Towles Point.


Fig. 2. Boron concentration ris distance upstream.


Fig. 3. Boron concentration r : average salinity.
ing in ppm by a factor of ten. The standard rock sample W-1 of the U.S. Geological Survey was analyzed as a check for the absolute accuracy of the technique. Values
of 3 to 14 ppm were obtained by the author, as compared to the reported value of 17 ppm . These low readings are believed to result from incomplete separation of boron from the ferronagnesian matrix material of W-1, a diabase, so that a loss of boron and inclusion of interfering elements may have occurred during its analysis. Standard clays are not now available and acidic rock standards contain no appreciable boron.

To avoid contamination, Nalgene labware was used exclusively, the only exceptions being some Pyrex centrifuge bottle: coated inside with Gulf Microwax, and the necessary platinum hardware.

In addition to the boron analyses, pipette analyses (Krumbein and Pettijohn, 1938) were run on the undried portions of the initial samples and sand-silt-clay percentages were determined. Also, organic carbon analyses were made on the remaining portions of the samples using a Leco carbon analyzer (after washing the samples with dilute acid to remove carbonate).

## Results

Results of the boron analyses are presented in Table 1. Boron concentrations were plotted against distances upstream in nautical miles (Fig. 2) and average salinity (Fig. 3) as determined from cruise data of the Virginia Institute of Marine Science, Gloucester Point, Virginia. Linear regressions of distance upstream and salinity on boron concentration yielded correlation coefficients of -0.43 and 0.41 , respectively. Thus, the direct relationship between boron and salinity appears to hold but amid considerable sample variation. Irı an attempt to account for this variation, boron values were plotted against clay-siit ratios (Fig. 4) ; a positive correlation coefficient of 0.16 was obtained, offering no support for the common theory that finersized material and particularly clay minerals should contain more boron than the coarser fractions. Furthermore, a plot of boron concentrations against percent organic carbon (Fig. 5) produced a similarly low correlation coefficient of 0.15 although a significant organic carbon content was evident in most samples $($ mean $=2.0 \%)$.


Fig. 4. Boron concentration vs clay-silt ratio.


Fig. . . Boron coneentration is \% organic carbon.
For the boron data alone, a mean difference of 5.5 ppm between duplicates of each sample compares to an overall sample standard deviation of $\pm 14.1 \mathrm{ppm}$. This suggest. that the apparent loca! variation of horon concentration is real and not the result of the analytical method. Cores 5. and 5B, taken within a few feet of one another, show a boron difference of almost 30 ppin, far more than could be accounted for by the experimental procedure. The mean boron concentration of all samples wat 35.1 pmm . This appears low compared to some estuarine muds unless high carhon content is considered. (Eager, 1962, quotes an arerage value of 48 pm for some highly organic sediments in England.)

## Discussion

Athough the data of this study indicate a direct relationship between boron concentration and salinity, considerable de-
riation from the predicted boron values of the regression analysis was seen within the area of concern. The factors suspected of contributing to this deriation, namely the clay-silt ratio and the percent organic carbon, proved to be of little significance and other factors as yet maknown must be important. For example, other elements in the sediment may interfere in the analyses, or perhaps industrial wastes containing boron are nomrandomly distributed in the estuary:

In view of the results of the present study, little can be offered in the way of support for the theory of Levinson and Ludwick (1966), which stipulates that the boron contained in river water is adsorbed in increasingly greater amounts by the finer-grained estuarine and marine sediments. If this were a major process, one should expect some correlation between boron concentration and the clay-silt ratio of the Rappahannock sediments (Fig. 4). Distance upstream and salinity appear to be only variables evidencing any correlation with boron concentration.

Evidence of chemical difference between freshwater and sea water boron, as proposed by Levinson and Ludwick (1966) is not conclusive. These authors referred to Noakes and Hood (1961) as stating that boron occurs in both organic and inorganic form in sea water. Howerer, Noakes and Hood report that the amount of boron occurring as organic complexes is only 0.0 to $0.8^{c} \%$ of the total dissolved boron. This is in agreement with the theoretical calculations of Williams and Strack (1966). Lerman (1966), meanwhile, performed laboratory experiments showing that the uptake of boron by clays in bottles of artificial sea water was proportional to the amount of dissolved inorganic boron in the bottles. Because the boron content of natural sea water is directly proportional to the salinity, Lerman's results constitute prima facie evidence that the boron-salinity relationship is real and that organic complexing of boron is not essential to boron uptake by sediments.

The question of selective acquisition of boron hy certain types of clay minerals, such as illite, must remain unanswered in
the present study. Nelson (1960) qualitatively discussed the clay mineralogy of the lower Rappahannock, but little is known in a quantitative way of the distribution of the various clay mineral species.

## Conclusion

The accumulated evidence in the literature and the results of this study tend to confirm the boron-salinity (paleosalinity) relationship. Nevertheless, certain complicating factors such as varying rates of deposition, addition of terrigenous or reworked marine material of varying boron content, and other local effects must be taken into account before attempting to use boron concentrations in sediments to predict salinity conditions. Probably the most convincing paleosalinity data results when argillaceous rock and sediment analyses for a pair of chemical indicators are used in statistical procedures such as the multivariate discriminant test.
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# TREND SURFACE ANALYSIS OF SAND TRACER DISTRIBUTIONS ON A CARBONATE BEACH, BIMINI, B.W.I. ${ }^{1}$ 
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#### Abstract

Two-dimensional trend surface analyses were performed on areally distributed tracer-concentration data for three different fluorescent sand tracers recovered from four depth intervals of the foreshore. The tracers had been affected by the swash, breakers, and longshore currents of one tidal cycle. Analysis of the statistical significance of trend surfaces for each depth interval showed that only the upper 2.5 cm . of the sand column evidenced definite trend components. Differential sorting of tracers of different shapes and mean grain sizes was probably negligible, as deduced from the similarity in direction of orthogonals to the trend surface contours for the various tracer data.

The advantage of the trend surface method of describing sand movement patterns on beaches lies in its ability to represent, in an objective manner, the average movement of sand grains by means of a single representative equation. Furthermore, for time scales of the order of minutes to several hours, the motion of sand is seldom parallel to the shore line. Studies attempting to define over-all particle drift at such time scales will be more meaningful where areal concentration data are objectively analyzed, as opposed to the subjective analysis of linear concentration data from samples collected parallel to the shore line.


## INTRODUCTION

The following is a technique study, combining two comparatively new innova-tions-that of tracing the movement of beach sand with particles coated with fluorescent dye, and two-dimensional trend surface analysis of tracer-concentration data.

Investigators of the drift of beach sand have difficulty in predicting long-term trends because of the irregularities in rate and direction of movement resulting from the inherent variability in the hydrodynamic conditions of the littoral zone. Many attempts have been made with varying degrees of success to equate beach changes with environmental conditions (e.g., Caldwell, 1956; Miller and Zeigler, 1958; Zeigler and Tuttle, 1961; Harrison, Pore, and Tuck, 1965). In order further to refine future investigations of this nature, it is desirable to describe observed patterns of sand movement in a more objective way. The present exploratory study is concerned with the description of the movement of sand during one tidal cycle in the foreshore zone of a carbonate beach on the island of North Bimini, B.W.I. (fig. 1).
${ }^{1}$ Manuscript received January 26, 1967.
${ }^{2}$ Contribution 10, Land and Sea Interaction Laboratory (LASIL), 439 West York Street, Norfolk, Virginia 23510.

The Bimini Islands are located at the extreme northwestern corner of the Great Bahama Bank, approximately 50 nautical miles east of Miami, Florida (fig. 1, inset). A short distance from the western shore of these islands lie the Florida Straits and the Florida Current. During most of the year, the islands are subject to light easterly trade winds; however, storms with northwesterly winds commonly occur during winter months.

The area chosen for study was an uninterrupted strip of beach northeast of Paradise Point (fig. 1) on North Bimini. This beach is exposed to deep-water waves generated to the west and north and is unprotected from northwest winds. At the time of the present experiment, the beach slope just seaward of the berm was 11 degrees; the slope angle diminished gradually to 5 degrees at the low-tide position. The foreshore was smooth, with little debris. A slight cusp development was present near the berm crest. The width of the foreshore from the low-water line to the berm crest was approximately 15 m .

## DESIGN OF EXPERIMENT

PREVIOUS INVESTIGATIONS
Wright (1962) assumed that tracer sand of a given size would move within a narrow band parallel to the beach contours in
following the general direction of particle drift on the foreshore. At Sandy Hook, New Jersey, Wright observed tracer-particle frequency decreasing with increasing distance from the injection point parallel to the beach contours. He also observed the
pattern of tracer concentration along a number of azimuths extending outward from a point of tracer injection and stated: "The results of Trial D in which movement was generally up the beach slope as well as parallel to the contours, despite the falling


Fic. 1.-Location map showing Bimini Islands and area of study
tide during the study period, are also of interest and deserve more study" (p. 19).

Russell (1960) investigated the use of pebble tracers to obtain quantitative estimates of littoral drift. This he achieved by continual point injection of tracer material at 1 -week intervals, noting the variation of tracer concentration with distance and applying a special dilution theory to the observed distribution patterns. He assumed that particles of a given size would seek specific beach contours and would confine their movement to these zones, a closed two-way system of transport, in effect. Russell counted only surface particles, leaving open the question of variation of particle concentration with depth.

A comprehensive report on beach sand movement has been presented by Ingle (1966). A portion of his work was devoted to quantitative results in which he correlated average grain velocity at the surface with relative alongshore wave energy. Average grain velocity was estimated by first measuring the area between grain-concentration contours at different times to determine the depletion rate or percentage of the original number of grains leaving the study area during specific time intervals. The average grain velocity was then obtained by dividing the average distance of tracer travel (injection point to main exit from the study area) by the time required for one-half of the initial tracer quantity to become depleted. Again, certain problems in interpretation of rates of grain drift may result from the decision to ignore tracer distribution below the beach surface.

Another approach to estimating sand particle velocity has been that of the timeintegration method. Using this method, the arrival of "modes" or maximums of particle concentration is noted along with elapsed times at a collection point a known distance downdrift from the injection point (Bruun, 1965; Yasso, 1965). Average velocity is obtained by dividing distance by elapsed time.

All of the above techniques of tracing the movement of foreshore sand have employed subjective analysis of tracer-particle distribution patterns with the exception of the
time-integration method. It is thus important that an objective and reproducible method for description of tracer grain distribution be employed where quantitative statements about the sand motion are to be made. Also, there is a need for examining statistically the validity of any underlying trend in the variable tracer-concentration data upon which average or interpolative values of the direction and rate of particle movement depend.

## PRESENT STUDY

As tracer methods are likely to receive more attention in the future, with increasing emphasis on practical application, ambiguities must be resolved concerning basic assumptions made about them. With this in mind, the present study seeks to investigate the nature of particle dispersion on a beach, particularly that dispersion which shows a definite trend, as opposed to mere randomness of movement. In addition to determining movement in two dimensions on the surface, some idea of the areal distribution of particles at discrete levels below the surface is desirable. Also, the variable dispersion of differing particle sizes and shapes is to be investigated, especially the extent to which a given size "seeks" a specific zone on the foreshore.

To accomplish these objectives, the present experiment employed a radial sampling grid (fig. 2), laid out on the foreshore at low tide. Three sand tracers coated with different fluorescent dyes were released at the intersection of the radii. Short cores $(\approx 15$ cm . long) were obtained at the sampling points during the following low tide. Sections of these cores were examined for dyed grains, using a long-wave ultraviolet light source.

A single tidal cycle was selected for study of the patterns of grain motion because it is a basic unit of time associated with swash zone drift and a logical beginning point for exploratory research. Strahler (1964) has demonstrated that three distinct phases of alteration of a natural foreshore occur as the result of hydrodynamic forces acting during a single tidal cycle: initial deposition
during the beginning of the flood stage, scour during the high-water stage, and a final deposition at the conclusion of the cycle. These forces are superimposed on the long-term conditions affecting the beach and produce no net erosion or deposition in themselves. One must consider, however, that individual particle motion may be misleading in studies using a travel time representing only a portion of the full tidal cycle. In this respect, sand transport on
more objectively, a statistical method known as trend surface analysis was employed. Essentially, this method provides a means of separating the main types of variability and evaluating the significance of major trends present. These trends may be represented by simple mathematical formulas.

Miller (1956) first utilized trend surfaces in relating sediment size parameters to current and wave systems. Since Miller's work,


Fig. 2.-Study area showing foreshore limits and sample locations
beaches influenced by the tide is not analogous to sand transport by streams whose rate of flow is more or less steady.

## TREND SURFACE ANALYSIS

According to the present approach, handcontoured maps of observed tracer distributions are not considered adequate information in themselves. In constructing contour maps, subjective interpretations are unavoidable; correct visual interpretation of trends over the range of values spread out horizontally may well be impossible due to the masking effect of local variability. To treat the concentration data of this study
others (e.g., Grant, 1957; Krumbein, 1959) have explained the utility of trend surfaces in the areal analysis of geophysical data. Whitten (1963) presents a computer program for surface-fitting procedures for geological models involving areally distributed data. A brief résumé of the pertinent points of trend surface analysis follows.

In beach studies, it is clear that any set of observations of some measurable property over a given area will exhibit variation. This variation may be divided into two components: (1) a mathematically defined trend component and (2) a residual component, the deviation. The form of the
trend component is a surface defined by the general polynomial function

$$
\begin{align*}
X_{n}= & a_{0}+a_{1} U+a_{2} V+a_{3} U^{2}+a_{4} U V \\
& +a_{5} V^{2}+a_{6} U^{3}+a_{7} U^{2} V+\ldots, \tag{1}
\end{align*}
$$

in which $U$ and $V$ are coordinate values locating the $n$th observation point on a rectangular grid, $X_{n}$ is the value of a given property at that point measured along an ordinate perpendicular to the grid, and $a_{0}$, $a_{1}, a_{2}, \ldots$ are coefficients. Given the first three coefficients, the surface is linear; increasing the number of coefficients to six yields the quadratic, and to ten, the cubic surface. In two dimensions, the projection of any of these surfaces onto the horizontal plane yields equal value contours, or isopleths. To achieve the best fit of these contours to the observed data points, coefficients $a_{0}, a_{1}, a_{2}, \ldots$ are evaluated for $n$ equations ( $n$ observations) so that the sum of squares of the deviation as expressed by

$$
\begin{equation*}
\Sigma\left(X_{\text {obs }}-X_{\text {comp }}\right)^{2} \tag{2}
\end{equation*}
$$

is a minimum, where $X_{\text {obs }}$ is the observed value of the property and $X_{\text {comp }}$ is the computed value at the same point. Substituting $a_{0}, a_{1}, a_{2}, \ldots$ in equation (1) yields computed values for all observation points and permits trend surface maps to be constructed.

## EXECUTION OF EXPERIMENT SELECTION OF TRACER SAND

Three separate quantities of sand were collected, each sand having a different mean grain size and shape characteristics. These were coded by coating them with different fluorescent colors. The first quantity of sand to be dyed was taken at the injection point (fig. 2) in the study area during low tide and designated "in situ sand." Microscopic examination of the sand revealed that the in situ tracer consisted of shell and coral fragments. A second quantity of sand, obtained from the northwestern shore of South Bimini near Entrance Point (fig. 1, $A$ ), contained shell fragments primarily and was designated "shell hash sand." The third quantity of sand, from a shallow bank near East

Bimini (fig. $1, B$ ), was a pure oölite sand that exhibited a high degree of sphericity. Subsequent size analyses of the three tracers were made. Mean grain size ( $M_{z}$ ) was calculated from cumulative size-frequency curves using the formula

$$
M_{2}=\frac{\phi_{16}+\phi_{50}+\phi_{84}}{3},
$$

where $\phi=-\log _{2}$ diameter in millimeters. Also computed were values of the "inclusive graphic standard deviation" (sorting index), as defined by Folk and Ward (1957).

$$
S_{I}=\frac{\phi_{84}-\phi_{16}}{4}+\frac{\phi_{95}-\phi_{5}}{6.6} .
$$

The results, presented in table 1, are intended to show the differences in mean grain size and sorting index between tracers. A size analysis was also conducted using the top 2.5 cm . of a sample taken at the injection point as part of the main sampling scheme. The latter gives an indication of the variability of beach sand size over the period of time between collection of the sand for dye coating and the termination of the experiment.

## dye coating tracer sands

Various methods of marking sand grains have been summarized by Wright (1962). On the whole, the techniques vary mainly in the type of dye selected. For the present study, the method of Yasso (1965) was adopted; it utilizes a commercial grade of fluorescent acrylic lacquer whose application is simple, economical, and effective. The only departure from Yasso's technique was the method of dye application. About 0.25 liter of dye solution was added to 11.2 kg . of sand and the mixture shaken by hand in a large plastic bag. Colors used to identify the three tracers were Day-Glo No. 202-15 (blaze orange) for in situ, Day-Glo No. 202-46 (lightning yellow) for shell hash, and Day-Glo No. 202-11 (aurora pink) for oölite.

## TRACER INJECTION AND SAMPLING

Approximately 22.5 kg . of each tracer were combined and the mixture raked into
the beach at low tide the morning of October 26,1965 . The marked sand was raked in to a depth of about 3 cm . within an area 4.6 m . on a side. Sampling was conducted during the subsequent low tide, following the sampling pattern of figure 2 . Samples were taken at $3.05-\mathrm{m}$. intervals along the radii; the actual pattern of sampling was designed to favor the prevailing direction of longshore drift at the beginning of the study. In all, thirty-nine samples were obtained with a view toward examining the distribution in three dimensions. Each sample was collected using a $30-\mathrm{cm}$. length of $3.8-\mathrm{cm}$. I.D. plastic core liner inserted into the beach by hand to
ate" one. No attempt was made to correlate environmental factors and tracer distributions.

## LABORATORY WORK

The sand cores were opened in the laboratory, impregnated with liquid gelatin, and cooled to $4^{\circ} \mathrm{C}$. Once the gelatin hardened, the plastic core liner could be cut away and the core sliced into $2.5-\mathrm{cm}$. lengths using a wire "cheese slicer." Each length thus cut was further sampled with a thin-walled 2.5cm . diameter tube so as to remove peripheral sediment which might contain grains that could have been forced downward along the

TABLE 1
Statistical Measures of Sand Tracers and Normal Beach Sand at the Time and Place of Injection

| Designation | Mean Size $M_{z}(\mathrm{~mm} .)$ | Inclusive Graphic Standard Deviation (Sorting Index) | Verbal Scale (Sorting Index) |
| :---: | :---: | :---: | :---: |
| Oölite . . | 0.31 | 0.29 | Very well sorted |
| Shell hash. | 69 | . 18 | Very well sorted |
| In situ. | . 35 | 64 | Moderately sorted |
| Sample*. | 0.52 | 0.88 | Moderately sorted |

* Normal sand sample taken at injection point $0.0-2.5-\mathrm{cm}$. depth interval.
an average depth of 15 cm . A rubber stopper was applied to the upper end of each core liner after its insertion to act as a closed valve so that disturbance or loss of material was prevented upon withdrawal of the core.


## ENVIRONMENTAL CONDITIONS

At the time the foreshore was completely submerged by the swash zone, the following environmental conditions were observed: wind direction, $050^{\circ}$; wind speed, $0-5$ knots; breaker height, $0.5-0.8 \mathrm{~m}$.; breaking wave period, 9.1 sec .; angle made by breaking wave and shore line, about $6^{\circ}$ (opening to west); swash drift, $0.27 \mathrm{~m} / \mathrm{sec}$; longshore current, breaker zone, $0.26 \mathrm{~m} / \mathrm{sec}$ toward west; water temperature, $24.0^{\circ} \mathrm{C}$.

These conditions give an idea of the relative energy level in the foreshore region. This energy level may be termed a "moder-
margin of the core liner. Four to six subsamples were obtained from each core, depending on the length of the original core. Each subsample contained $12.3 \mathrm{~cm}^{3}$. These samples were washed in hot water (to remove the gelatin), dried, and examined under long-wave ultraviolet light. Fluorescent grains were removed with a fine brush, identified, and counted under a low-power stereomicroscope. Where large numbers of dyed grains were encountered, the sample was split from one to three times, depending on the total concentration, using a CARPCO micro-sample splitter. The total grain count was then derived by multiplying the number counted by ( 2$)^{n}$, where $n=$ the number of times the sample was split. In general, for each color type, the sample was not split until the count exceeded fifty grains.

## DATA ANALYSIS

## OBSERVED DISTRIBUTION OF TRACER

A number of maps of observed tracer distribution were constructed from the grain count data, each one integrating a vertical interval of 2.5 cm ., beginning with 0.0 cm . at the beach surface. Several of these maps are shown in figures $3-14$. It is obvious from the observed concentration contours for the three tracers at the $0.0-$ $2.5-\mathrm{cm}$. level that the dispersal of grains followed no simple pattern, and, as both Wright (1962) and Ingle (1966) found, much of the total movement was up the beach slope as well as in the downdrift direction. Furthermore, no striking differences between the patterns of the three tracers were noted. Considering the successively lower levels, all tracers appeared to be restricted to two or three small areas within which the grains were highly concentrated; maximum counts on the order of 2,000 grains were found near the origin in the $2.5-5.0-\mathrm{cm}$. interval. (Shell hash counts were everywhere lower relative to the finer tracers, due to larger size and fewer individual grains per unit weight. This does not detract from the main objective of the study, to analyze the relative distribution of each tracer irrespective of size.)

Some subjectivity was employed in constructing the tracer-distribution maps, especially in the downdrift or southwest portion of the study area where the radial sampling grid reached its maximum divergence. Trend surface analysis of the data reduced the subjectivity involved here.

## TREND SURFACE ANALYSIS

Coefficients for equation (1) were determined using a computer program and the data from the thirty-nine cores; computed trend surface values, as well as the deviation of these from the observed values, were obtained for each sample location for surfaces of degrees one through three. Sufficient grain counts were found to compute surfaces down to the fourth $2.5-\mathrm{cm}$. depth interval. Below this level, only a few cores contained tracer grains. In fact, it became
obvious that a bothersome number of "zero" counts were present at almost all levels, and as the computer regarded a zero count the same as no observation at all (minimum number of observations was mandatory), an arbitrary value of 1 count was added to all observations.

The trend component given by a linear surface will account for a certain portion of the total variability of the data, and surfaces of successively higher degree account

TABLE 2

| Sand | Linear | Quadratic | Cubic |
| :---: | :---: | :---: | :---: |
| Oölite | 19.45 | 23.03 | 45.86 |
| In situ | 10.23 | 13.65 | 33.29 |
| Shell hash | 13.00 | 33.40 | 38.54 |

for still more, so that the deviation is constantly reduced. The portion of the total variability accounted for by any combination of surfaces, expressed as a percentage, is:

$$
\begin{equation*}
\frac{\Sigma X^{2}{ }_{\text {comp }}-\left(\Sigma X_{\text {comp }}\right)^{2} / n}{\Sigma X^{2}{ }_{\text {obs }}-\left(\Sigma X_{\text {obs }}\right)^{2} / n} \times 100 \tag{3}
\end{equation*}
$$

Typically, a combination including de-gree-three coefficients accounts for the major portion of the total variability. The unaccounted deviation then consists almost entirely of local variation (of possible geologic significance) and random variation or "noise." The trend component of systematic variation holds primary interest in this study. However, the deviation will be examined for its significance as well.

The computer output included the per cent sum of squares for each surface, as given by equation (3). A comparison of these values revealed that the interval 0.0 2.5 cm . contained the greatest amount of systematic variation. The per cent sum of squares values for this interval is shown in table 2.

Considering that the per cent sum of squares values for lower depth intervals and for all intervals combined were generally minimal (as little as 2.3 per cent for the linear, 5.4 per cent for the quadratic, and

Fic. 3.-Map of observed oölite distribution and trend surfaces, $0.0-2.5-\mathrm{cm}$. depth interval


Fig. 4.-Map of observed oölite distribution, 2.5-5.0-cm. depth interval


Fig. 5.-Map of observed oölite distribution, $5.0-7.5-\mathrm{cm}$. depth interval


Fig. 6.-Map of observed oölite distribution, $7.5-10.0-\mathrm{cm}$. depth interval

Fig. 7.-Map of observed in situ distribution and trend surfaces, $0.0-2.5-\mathrm{cm}$. depth interval


Frg. 8.-Map of observed in situ distribution, $2.5-5.0-\mathrm{cm}$. depth interval


Fig. 9.-Map of observed in situ distribution, $5.0-7.5-\mathrm{cm}$. depth interval


Fig. 10.-Map of observed in situ distribution, $7.5-10.0-\mathrm{cm}$. depth interval



Fig. 12.-Map of observed shell hash distribution, 2.5-5.0-cm. depth interval


Fig. 13. - Map of observed shell hash distribution, $5.0-7.5-\mathrm{cm}$. depth interval


Fig. 14.-Map of observed shell hash distribution, $7.5-10.0-\mathrm{cm}$. depth interval
10.2 per cent for the cubic surface), trend surfaces for these intervals were not drawn. These low values merely confirmed the local distributions evidenced by the observed data; that is, high tracer concentrations locally with but slight distribution of tracer grains at the lower depth intervals. A further piece of evidence was obtained by an analysis of variance of trend surface data (after Allen and Krumbein, 1962) for the oölite tracer as shown in table 3.
four depth intervals combined were nonsignificant.

Based on the above considerations, trend surface maps were constructed for all three tracers at the surface only. They are presented as part of figures 3,7 , and 11. It will be noted that linear surfaces for the three grain types do not differ significantly in the orientation of their isopleths, only in their gradients. Orthogonals to these isopleths may be regarded as indicators of the direc-

TABLE 3
Analysis of Variance of Trend Surface Data, Oölitite Tracer

| Variation Source | Sums of Squares | $\begin{gathered} \text { Degrees } \\ \text { of } \\ \text { Freedom } \end{gathered}$ | Mean Square | $\underset{\text { Value }}{\text { F }}$ | Confidence Level (Percentage) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.0-2.5-cm. Interval |  |  |  |  |
| Total. | 10,907.590 | 38 |  |  |  |
| Linear | 2,121.234 | 2 | 1,060.617 | 4.35 | 97 |
| Deviation. | 8,786.356 | 36 | 244.065 |  |  |
| Quadratic. | 2,512.152 | 3 | 837.384 | 4.40 | 99 |
| Deviation. | 6,274.204 | 33 | 190.127 |  |  |
| Cubic. | 5,002.303 | 4 | 1,250.576 | 28.51 | >99 |
| Deviation. | 1,271.901 | 29 | 43.859 |  |  |
|  | Combined $0.0-10.0-\mathrm{cm}$. Interval |  |  |  |  |
| Total. | 4,450,562.875 | 38 |  |  |  |
| Linear. | 238,668.797 | 2 | 119,334.398 | 1.02 | <75 |
| Deviation. | 4,211,893.500 | 36 | 116,997.042 |  |  |
| Quadratic. | 443,085.656 | 3 | 147,695.219 | 1.29 | $<75$ |
| Deviation. | 3,768,807.844 | 33 | 114, 206. 298 |  |  |
| Cubic..... | 961,150.289 $2,807,657.555$ | 4 29 | $240,287.572$ $96,815.778$ | 2.48 | 92 |

According to normal statistical usage, a confidence level below 95 per cent indicates that any separation of a given trend effect from the over-all deviation after a single experiment may have been the result of chance; that is, a replication of the same number of samples might yield a decidedly different trend surface, all other factors being the same. Conversely, confidence levels greater than 95 per cent indicate significant or "real" trends. The data of table 3 show that all of the trend surfaces for the $0.0-2.5-\mathrm{cm}$. interval were significant, whereas all of the trend surfaces for the
tion of mean particle movement for each of the three tracers (see Ingle, 1966, p. 58-59). This similarity in orientation also exists for the quadratic and cubic surfaces. The trend surface patterns, then, offer evidence of a lack of significant segregation (or sorting) of the different grain types represented over the interval of time involved. Assuming the synchronous areal distribution of tracers, any tendency of the grains to accumulate within and travel along discrete "bands" parallel to the shore line should be reflected in the trend surfaces as distinctly different patterns of isopleths. The major differences
in the patterns of figures 3,7 , and 11 , however, are in the gradients of the isopleths, not their orientation.

For trend surfaces having low per cent sum of squares values, as for the combined interval data above, the deviation may descrve closer examination. Allen and Krumbein (1962) suggest that the deviation may often contain small-scale or secondary trends that have been superimposed on the large-scale major trend. A map of the deviation from the oölite cubic trend surface for the combined $0.0-10.0-\mathrm{cm}$. interval data is presented in figure 15. This map indicates
therefore derive greater benefits from an analysis that utilizes an areal spread of observations.

Figure 16 compares several cross sections along radius $D$ (fig. 2) for the $0.0-2.5-\mathrm{cm}$. interval. This graph shows that the observed data vary so much with distance that simple curves fitted to them are meaningless. The curves for the three trend surfaces for oölite, however, take their form from a consideration of the entire areal distribution. Again, if the synchronous areal distribution of tracer grains may be assumed, the curves for the oollite trend surfaces (fig.


Fic. 15.-Map of deviation from cubic trend surface, combined $0.0-10.0-\mathrm{cm}$. depth interval
two areas of positive deviation, or superabundance of grains, one near the injection point and the other centered about a point 20 m . downdrift that could possibly be interpreted as a particle "mode" and be used as such in a time-integration method for calculation of average particle velocity (see Yasso, 1965).

It should be noted that tracer-concentration data taken from any vertical section of a given trend surface may be used to produce a regression line corresponding to those produced from tracer-concentration data obtained from a simple linear sampling of a foreshore (e.g., Wright, 1962). The difference is that a cross section of a trend surface is based on the tracer distribution over the entire study area, rather than the distribution along a single line. A study attempting to define total particle drift on a beach will
16) will be more meaningful representations of tracer distribution along the $D$ radius than will curves fitted to the data actually observed along this radius.

## DISCUSSION

It has been shown that reliable trend components are restricted to the upper 2.5 cm . of the foreshore under investigation. Below this level, large concentrations of tracer grains occur at two or three points. It is probable that these major concentrations are the result of burial during an early stage of the tidal cycle. When buried, these grains are effectively removed from the dynamic environment acting on the grains remaining near the surface. Figure 15 shows a large "tongue" of negative deviation values which could well define a sediment mass moving in from the upper-left corner
of the study area and overriding the tracer grains locally. Such interaction of moving sand masses may be typical of "zigzag" swash-backwash patterns, accentuated here by the slight cusp development (fig. 2) near the berm crest.

Assuming that portions of the total tracer input were randomly removed from the active drift zone by burial, it is not surprising to find a lack of trend components for the combined tracer-particle distribution. The alternative use of strictly surface trends in
points, such as the immediate sedimentwater interface and breaker plunge line; as a result, the limits of a given dynamic zone through time are hard to define.

## CONCLUSIONS

The statistical evidence of this experiment disclosed that sediment movement in the foreshore zone of the beach under study exhibited a significant trend within 2.5 cm . of the surface only, and over a single tidal cycle, no clear-cut differences developed be-


Fig. 16.-Tracer concentration versus distance along radius $D$ from injection point
defining tracer movement requires a certain amount of caution, as a portion of the total tracer quantity is necessarily ignored.

A complicating factor in the study of core sections of a beach lies in the assumption of synchronous areal distribution and the correlation of time with depth. Unless deposition (or erosion) occurs simultaneously and at the same rate at all points, tracers recovered at a given depth may have moved at widely different times and come under the influence of wholly different dynamic forces before being recovered. Practically, this problem will not be overcome without some difficulty inasmuch as field measurements are restricted to certain physical reference
tween the patterns of tracer-particle distribution representing different grain sizes and shapes. Furthermore, trend surfaces for successively lower levels were all non-significant. Thus, a device sampling too deep will obtain data containing little or nothing in the way of significant trends, as was the case for the $0.0-10.0-\mathrm{cm}$. depth interval.

The results of this study may be regarded as expectable, perhaps, but they are not necessarily typical of all beach conditions. Any quantitative tracer study of beach drift in the swash-backwash zone must take into account the possible effect of random removal (or dilution) of tracer grains from the more active surface layers through buri-
al (or admixing) by adjacent sand. If the synchronous areal distribution of tracer grains can be assumed, contour maps of the combined interval (total depth) trend deviations may provide the most comprehensive means of defining modes of high particle concentration for use in determining an average particle velocity. If the basic assumption of synchronism cannot be adopted, however, provision must be made in the design of a tracer experiment for sampling over time intervals that represent uniform depositional dynamics.

The value of trend surface analysis in describing the drift of beach sand lies in its ability to combine a large number of observations in a single representative equation. It is conceivable that a set of equations could be found which would predict the sediment distribution pattern, in the form of a trend surface of $n$th degree, for any
combination of relevant dynamic variables that might occur at a given locality. With the increasing use of automatic data acquisition systems, the time is approaching in which continuous analysis of such environmental variables will permit prediction of the pattern of net sand movement on beach foreshores. At present, such a practical application seems contingent upon the development of rapid methods for estimating sediment transport rates through use of tracers.
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## Shatter cones and star wounds

## Shatter cones are a distinctive form of fracture structure produced in rocks by intense shock forces. Volcanic explosions seem inadequate to account for them; instead, they are probably the best criterion we have for identifying the scars of ancient meteorite impacts

With the Moon and Mars covered with numerous meteorite craters, one wonders why the Earth does not bear obvious evidence of similar bombardment. Of course, erosion quickly erases the surficial expression of terrestrial craters, but the discerning eye of the geologist should still be able to detect the remnant root structures.

Actually, in the past two decades we have been able to sort out perhaps threescore probable ancient cosmic impact scars on the Earth which we term astroblemes (from a Greek word meaning "star wounds"). The difficulty has been trying to find impact scars among the welter of other cryptoexplosive geologic structures, most of which are volcanic. The breakthrough has been achieved by the identification of mineralogic criteria for intense shock far greater than can be expected from endogenic or internal Earth processes such as a volcanic steam explosion. The subject of this shock metamorphism is too extensive to cover here, but a good example is the shock transformation of common quartz to the more dense polymorph of silica, the mineral named coesite, which apparently is formed by a shock overpressure of about 20 kilobars. As a more tightly packed atomic phase, coesite bears the same relationship to quartz that diamond does to graphite. My further remarks here will be confined to the fracturing of rock by shock waves.

Let us briefly envision the effect of hypervelocity impact of a giant meteorite or comet head striking the Earth. The kinetic energy of this cosmic "cannon ball" is such that a great explosion ensues creating a circular geologic scar of crushed, jumbled, and deranged rock. It is mainly a shock event since the velocity of impact may range from 12 to

72 km per second, which is many times the speed of an elastic wave in rock. From ground zero an intense shock wave moves out through the rock along a hemispherical front which is rapidly damped mainly by crushing and fracturing rock. If this fracturing has some distinctive appearance, it would be a most useful criterion for identifying ancient impact scars. One type of shock fracturing does seem to produce distinctive striated cones which we term shatter cones.

It is a matter of common knowledge that when a missile strikes a plate-glass window a conical percussion fragment often pops out. Shatter coning bears a vague relationship to this phenomenon, but shock waves (and especially an elastic precursor shock wave) are involved at shock overpressures probably in the range from 10 to 70 kb depending upon the Hugoniot-the pressure/density relation-ship-of the substance. Unlike percussion coning, which forms only a single cone, myriads of cones are formed along the advancing spherical front of the shock wave spreading out from a giant meteorite impact. Actually, a really definitive theory of shatter coning is still lacking, but it is quite certain that steam explosions related to volcanism cannot create them.

It takes a photograph to describe shatter coning, so some examples are presented in Figures 1 and 2. The most distinctive aspect is formed by the horse-tail-like packets of flaring striations on the master cone. In fine detail these striations are convex ridges, so that the "mould" or negative face of a shatter cone is quite unlike the positive face-an aspect which serves to distinguish them from the slickensides formed by rock slippings in fault zones.

## Dr Robert Dietz

is a research oceanographer at the Atlantic Oceanographic Laboratories of the Environmental Science Services Administration in Miami, Florida


Figure 1 A group of large shatter cones in the upturned southern margin of the Sudbury astrobleme in Ontario, Canada. These conical fractures were created 1.7 billion years ago as a shock wave raced out from ground zerothe impact point of a giant meteorite more than two miles in diameter. A plastic pulse immediately following the shock wave then threw up the strata to their present vertical position so that the cones now point skyward
Figure 2 Shatter-coned dolomite from the Sierra Madera Structure, Texas. Note the formation of parasitic cones, a feature of this type of fracturing which distinguishes it from all other forms of conical failure. (Actual size)


A certain amount of discrimination is needed to identify shatter cones, as there are many other natural conical structures and striated or fluted rocks. The most common mis-identification arises from cone-in-cone structures often termed "shales with beef" by British miners. These cones, which have nothing to do with shock fracturing, occur in thin beds of rock and are marked with horizontal rings rather than vertical striations. They are common in the Carboniferous Coal Measures. When well developed, shatter cones are easily identified and admit of no confusion. We now know of 19 shatter-coned explosion scars from various parts of the world (Figure 3). They are mostly concentrated in North America, largely because the most intensive search has been carried on there.

Most shatter-coned astroblemes are of moderate size, a few miles across, but two of Precambrian age attain diameters of a few tens of miles across-the Sudbury structure in Canada and the Vredefort Ring of South Africa. In addition to shatter coning, both of these structures bear evidence of what might be termed "geologic overkill"-that is, deformation which seems to exceed by far the principle of least work. At Vredefort scattered pods of black vitreous rock called pseudotachylite occur which appear to have been shock-melted rock. Through the application of shock waves, and only in this manner, it is possible to melt the interior of a rock mass while the exterior remains comparatively cool.

As well as indicating the passage of an intense shock wave, shatter cones also permit a reconstruction of the applied force field since the cone apices point in the direction of the oncoming shock wave. At several shatter-coned sites it is possible to tell that the force was applied from above and central-ly-that is, with the bull's-eye of the structure as ground zero for the explosion. This is, of course, good evidence for their impact origin. At Gosses Bluff astrobleme in central Australia, shatter-coned exposures are sufficiently good to permit a reconstruction of the hemispherical shock front and, in turn, demonstrate that the impacting missile (presumably a comet head in this case) was about one mile across.
A curious aspect of many presumed astroblemes is their so-called "damped-wave" form-a central domal uplift surrounded by an annular depression or syncline, and sometimes other ring elevations and depressions of rapidly diminishing amplitude. Thus they resemble the rebound form of the disturbance created on a water surface after a stone has been dropped in it. It would seem as though rocks under the impulsive load of a hypervelocity impact react like a liquid rather than a solid. Indeed, the strength of rocks is minute compared to the tremendous megabar pressures (a megabar equals a million atmospheres) generated at the point of impact. The mechanics of impact, however, remain poorly understood, as they cannot begin to be duplicated in the laboratory either in scale or intensity.

Perhaps a reasonable explanation of the dampedwave form is that under a low-velocity impact, such as by a bullet, the target material is plastically
pushed aside to accommodate the impinging object. But with the hypervelocity impact of a meteorite, and with the generation of shock waves instead of elastic waves, the target material is not "forewarned" of the impinging bolide. So it does not move aside, but is compressed into a core immediately beneath the oncoming bolide. When its energy is spent, the core rebounds and becomes damped or frozen as a dome by the formation of tension fractures.

The validity of the shatter-cone criterion is greatly strengthened if it proves useful in prediction. The 1967 discovery of the Malbaie astrobleme near Quebec is a case in point. Striated cones in limestone and gneiss were first discovered by a local geologist who did not realize their special significance and termed them "cats' paws." They were then shown to another geologist who recognized them as shatter cones and who, in turn, alerted the Dominion Observatory where a group
of scientists are actively working on Canadian astroblemes. P. B. Robertson, of that group, was soon able to demonstrate the existence of a 37km -diameter, deeply eroded meteorite impact scar of early Palaeozoic age. This was the first time that shatter cones were noticed prior to the discovery of an associated crypto-explosion structure.

In summary, shatter coning appears to be a most useful criterion for geologic structures created by intense shock, and by inference these must be astroblemes. While normal volcanic explosions appear to be eliminated as a cause of shatter coning, there remains an outside possibility that an unknown geologic mechanism could generate sufficient shock intensities-as, for example, an explosive phase change in the material deep within the Earth. And to be quite sure that we are dealing with impact structures, we need still to find remnants of the cosmic missile. Like traces of TNT in a bomb crater, these still elude our search.
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#### Abstract

Shatter cones are now known from 18 sites around the world, including 16 cryptoexplosion structures and two meteorite craters (Bosumtwi in Ghana and Kaalijarv in Estonia). The cryptoexplosion structures with known shatter-coning are Steinheim Basin in Germany; Kentland, Wells Creek, Crooked Creek, Serpent Mound, Flynn Creek, Sierra Madera, Decaturville and Middlesboro in the United States; Sudbury, Clearwater Lake West, Carswell Lake, Manicouagan, and Nicholson Lake in Canada; Vredefort Ring in South Africa; and Gosses Bluff in Australia. A review of their characteristics reinforces the belief that shatter cones are useful field criteria for shock-wave fracturing and so constitute presumptive evidence for astroblemes-ancient meteorite impact scars. The recent Kalijarv discovery by Krinov provides a new example of shatter-coning at a modern meteorite crater. The question of shatter cone orientation is discussed as are other types of natural coning which have been mistaken for shatter cones. New work at Sudbury and Vredefort has added some support for an impact origin.


## INTRODUCTION

For more than two decades, I have attempted to relate shatter-coning to astroblemes (ancient meteorite impact scars). No full review of this subject will be made here as my findings and opinions have already been covered in earlier papers and so are in the public domain (Dietz: 1947, 1959, 1960, 1961a, 1961b, 1963, 1964, and 1966c, and Dietz and Butler, 1964). It suffices here to add new information so as to update this fascinating problem.

Shatter cones are a peculiar type of rock fracturing apparently caused by the passage of intense shock waves. Their orientations, where measured, are such that these shock waves apparently arrived from a source above their present locations. Bona fide examples, now known from 18 localities, are invariably from cryptoexplosion structures-sites proposed to result from natural explosions, as based on evidence quite apart from the presence of shatter cones. The possibility of an intraterrestrial origin, even as an additional cause of shatter-coning, seems unlikely to me but cannot ke definitely ruled out. The usual max-

[^4]imum pressure associated with volcanism (steam explosions of low brisance) are generally cited as being about 0.6 kilobar. Gorshkov (1959) quotes 3 kb for the eruption of Bezymianny in Kamchatka; but it remains unknown if even such an explosion produces other than elastic waves. We are still faced with the problem of identifying a definitive astrobleme-e.g., by the discovery of associated meteorite debris or similar compelling evidence. In recent years the case for many so-called cryptovolcanic structures actually being astroblemes has become ever stronger, critics notwithstanding (e.g., Bucher, 1963).
The term fossil meteorite crater is sometimes used to refer to many of the presumed impact sites in Canada. While the term is quite descriptive for certain sites like Holleford and Brent, it is not an apt description of Manicouagan, which is dominated by a central uplift. And certainly, it fails to describe essentially all of the presumed astroblemes in the United States, like Wells Creek or Sierra Madera. Also the use of the adjective fossil is not correct, as this term specifically applies to some impression or trace of life preserved in rock. Furthermore, the object which produced an impact scar may not have been a meteorite. Many, perhaps most, such structures may have been formed by comet heads or by other, as yet
undescribed, packets of cosmic energy that may conceivably exist. The term astrobleme, from Greek roots meaning star-wound, would seem preferable. The structures are of sufficient importance to justify the coining of this new term (Dietz, 1963).

In the last decade there has been a gradual acceptance by most geologists of the existence of at least some meteoritic impact structures on the earth. It would seem that those who still deny that any cryptoexplosion structures are astroblemes would apply their best efforts to find other structures which permissively might qualify as impact sites. Unfortunately, some critics seem indisposed to help out in this respect. An extreme (and I hope, not typical) opinion is, for example, expressed by Amstutz (1964) who flatly rejects "exogenous creationistic theories" and "epi-exomyths." He writes: "This process of thought from epi-exo-patterns to syn-endo-patterns is one which takes place all the time in fields of human culture, including the sciences. It suffers relapses, of course, as recently seen when the myth of flying saucers and of meteor impact structures swept around the world and even affected the scientists."

## THE SHATTER-CONING PHENOMENON

Shatter cones are striated cup-and-cone structures, most common in carbonate rocks, but also known from shale, sandstone, quartzite, granite, and other lithologies. The striated surfaces radiate from small parasitic horsetail-like half-cones on the face of the master cone-a pattern which serves to differentiate these striations from the parallel grooving of slickensides. Unlike slickensides, shatter cones also have positive faces on the cone and negative faces on the cup. The apical angle varies but is usually close to 90 degrees. Cones vary greatly in size from less than 1 cm to as much as 12 m in length. With shatter cones, "a picture is worth a thousand words" as seen in some examples shown in Plates I and II.

An illuminating theoretical study of shatterconing has recently been made by Johnson and Talbot (1964). They conclude that shatter cones are shock-fractures formed along a traveling boundary between plastic and elastic shock re-
sponse of the medium, defined by the dynamic elastic limit. The horsetail-like striations may be caused by the plastic domain moving relative to an elastic domain. They also note that no other known type of fracture displays this remarkable pattern of radiating ridges and grooves, which adds credence to the judgment that shatter cones result from some unusual type of fracture mechanism. They conclude that: (1) shatter cones are produced as a result of the interaction of an elastic precursor in a shock front with an inclusion or inhomogeneity; (2) the susceptibility to shatter-coning is a function of the shape of the Hugoniot for the rock in which the shock wave is propagating; (3) shatter cone formation requires shock-wave intensities of magnitudes rarely produced (if ever-author's note) in a volcanic explosion; (4) the distribution of shatter cones should be symmetrical, about the point of origin of the shock wave; (5) if the transmitting medium is stratified rock, certain strata may contain shatter cones, while others may not, depending on the susceptibility of individual strata to shatter-coning; (6) shatter cones will be oriented with their axes directed toward the point of impact or explosion; (7) it is impossible to predict the size of shatter cones in terms of present theory; (8) the majority of shatter cones will have apical angles very close to 90 degrees; ( 9 ) the intensity of shatter-coning will depend upon the number of inclusions in the rock; and (10) fine-grained, more homogeneous rock will favor shatter cone formation.

The Johnson and Talbot analysis is in accord with many field observations: (1) Shatter cones generally seem to be oriented toward ground zero, implying that the shatter-coning event preceded upheaval of the rocks that contain them. (2) In small shatter-coned structures, the shatter cones are developed in the central "bull's-eye," but in large structures such as Vredefort and Sudbury they occur far out in the upturned ring. This is consistent with shatter-coning not being developed in the domain of the plastic shock wave near ground zero, but only farther away where the impulse has degenerated to the level where an elastic precursor shock wave is formed.
(3) High-pressure phases (coesite, stishovite,


Plate I-Shatter Coning from Wells Creek Basin
Shatter-coned block of Knox dolomite collected from the center of the Wells Creek Basin cryptoexplosion structure in Tennessee. Note the common orientation of all cones, blunted apices of cones, and the stacking (but not mutual intersection) of cones. Characteristic also are the striations or horsetails on each cone. Photo by C. W. Wilson.
maskelynite, etc.) have not been found associated with shatter cones. These observations suggest that shatter cones are formed outside of the region of most intense shock overpressures, and may develop at pressure ranges from 20 to 100 kilobars, depending on the Hugoniot of the rock. However, x-ray diffraction studies (Simons and Dachille, 1965; Dachille, Gigl, and Simons, this vol., p. 555) have yielded evidence of shock damage in single crystals of quartz and calcite from several shatter cones provided by the author. Carter (1965) has also found basal quartz deformation lamellae in a shatter cone from Vredefort Ring. He has noted the same features at Meteor Crater, and he suggests that impact shock
overpressures between 35 and 60 kilobars are indicated; these values are consistent with dynamic elastic limits for these rocks. Basal quartz deformation lamellae have also been recently noted in shatter cones from Sudbury (Wm. Scott, unpublished information).

Johnson's and Talbot's analysis is the first attempt to provide a sound theoretical basis for the shatter-coning phenomenon. Undoubtedly, their conclusions will be revised as further study is made, but it is certainly a good beginning. To date, experimental work and theoretical analysis on shatter-coning have been quite limited so that empiricism still rules-a gap which should be eliminated, However, the work done thus far
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generally has added support to the belief that shatter cones may well be a criterion for astroblemes.

## DISTRIBUTION OF SHATTER-CONED SITES

My preference for the astrobleme interpretation of shatter cone sites is based upon an assessment of all known localities where such fracturing is found. At the time of my summary paper (Dietz, 1959), only four such sites were known, but this number has increased in recent years, and currently 18 sites are known; these are listed in Table I, chronologically by time of discovery. Although little can be leamed from any single shatter-coned site, the observations from this group of similar structures provide support for the impact origin. For example, the proponent of "cryptovolcanism" might reasonably explain away absence of hydrothermal effects or voleanic products at any particular site, but not collectively at all shatter-conetl structures. Similarly, one might reasonably explain the upward oricntation of shatter cones in a single structure as the result of the explosion of a steam pocket trapped above the presently preserved structure, but this reasoning is not convincing when it can be shown that an upward or inward orientation is general. Of course, this reasoning depends upon there being only one cause for shatter-coning.

As already noted, the identification of shatterconing can be problematical. I have ahways tended to consider the shatter cones at Flynn Creek to be of rather marginal quality, and not as fully confirmed as those which I have collected elsewhere. However, Roddy (1ऽ63 and personal communication), who is mapping the structure in great detail, assures me that Flymn Creek is
definitely shatter-coned in its center although there is a very limited outcrop area of shatterconed rock.

The Canadian "fossil meteorite craters" of Beals and his associates were studied for many years without any shatter cones being observed. Recently, however, they have been reported from Carswell Lake (Innes, 1964), from Clearwater Lake West (Dence, 1964), and from Manicouagan, where they have been discovered by Dence and Manton, marginal to the large central uplift (personal communication). I can personally agree that those from Carswell Lake and Clearwater Lake West are rather poor but nevertheless probably genuine examples of shatter cones, so far as one can judge from secing only a hand specimen. They are developed in gneiss, and such coarsely crystalline rocks tend not to display the phenomenon in fine detail. Both of these identifications were made by observers well acquainted with shatter-coning phenomena elsewhere. Another new Canadian locality for shatter cones apparently is Nicholson Lake, N.W.T. (Dence et al., this rol., p. 339), an irregularlyshaped lake approximately 7 miles in diameter which forms part of the Dubawnt River drainage system. The deformation affects Precambrian granitic rocks, and reconnaissance geological and geophysical work during June 1965 is said to strongly support a meteoritic origin.

An interesting cryptoexplosion structure within the United States at which no shatter cones have been found is Jeptha Knob, Kentucky. I have personally searched the area twice without success. Seeger (1966) has recently made a detailed restudy of Jeptha Knob in which he confirms that it is similar to the other structures originally described by Bucher as cryptovolcanic. Seeger

Plate II-Shatter Cones from Various Localities

[^5]C. A typical shatter cone ( 10 cm . high) from Kentland. Right side shows characteristic horsetailing of the striations; left side is weathered.
D. Small shatter cone ( 3 cm . long) from the main Kaalijary meteorite crater in Estonia. Photo by E. Krinov.
E. Hand specimen of a 10 cm . long shatter cone from the Vredefort Ring of South Africa.
F. Large ( 1 m . high) weathered shatter cone in the alkali granite in the upthrown rim of the Vredefort Ring.

TABLE
List of Known Shatter-

| No. | Structure | Location | First published reference | Location of shatter cones |
| :---: | :---: | :---: | :---: | :---: |
| 1 | Steinheim Basin | Germany | Branca and Fraas, 1905 | Central uplift |
| 2 | Kentland | Indiana | Shrock and Malott, 1933 | Center |
| 3 | Lake Bosumtwi | Ghana | Rohleder, 1934 |  |
| 4 | Wells Creek Basin | Tennessee | Bucher, 1936 | Central uplift |
| 5 | Crooked Creek | Missouri | Hendriks, 1954 | Central uplift |
| 6 | Serpent Mound | Ohio | Dietz, 1960 | Central uplift |
| 7 | Flynn Creek | Tennessee | Dietz, 1960 |  |
| 8 | Sierra Madera | Texas | Dietz, 1960 | Central uplift Periphery |
| 9 | Vredefort Ring | South Africa | Hargraves, 1961 Dietz, 1961a | Central uplift Periphery |
| 10 | Decaturville | Missouri | Dietz, 1963 | Center |
| 11 | Carswell Lake | Saskatchewan, Canada | Innes, 1964 | Periphery |
| 12 | Clearwater Lake West | Quebec, Canada | Dence, 1964 | Central uplift |
| 13 | Sudbury | Ontario, Canada | Dietz, 1964 | Periphery |
| 14 | Middlesboro | Kentucky | Dietz, 1966a |  |
| 15 | Manicouagan-Mushalagan | Quebec, Canada | Dence and Manton, unpubl. | Central uplift |
| 16 | Nicholson Lake | N.W. Territories, Canada | Innes and Dence, 1965 |  |
| 17 | Gosses Bluff | Australia | Cook, 1966 Crook and Cook, 1966 | Central uplift Periphery |
| 18 | Kaalijarv | Estonian SSR | Aaloe and Krinov, unpub. |  |

rules out an endogenic origin for Jeptha Knob and regards it as most likely the scar of the hypervelocity impact of a meteorite or comet head; he, too, has been unable to find shatter coning. This is really not too surprising since the entire central area of the structure is capped with post-event Paleozoic rocks.

## GOSSES BLUFF, AUSTRALIA

A recently discovered shatter-coned structure of exceptional interest is the Gosses Bluff astrobleme in the Amadeus Basin of central Australia (latitude $23^{\circ} 48^{\prime} \mathrm{S}$, longitude $132^{\circ} 18^{\prime} \mathrm{E}$ ), 150 miles west
of Alice Springs (Cook, 1966; Crook and Cook, 1966; Dietz, 1967). Gosses Bluff also appears on a Gemini IV space photo (V-2-22). The structure was originally described (Prichard and Quinlan, 1962) as a diapir caused by subsurface flow of the incompetent Bitter Springs limestone; however, the hypothesized plug of this limestone was not encountered in a test drilling to more than 4,000 feet. A drill-core cutting which shows a portion of a shatter cone in limestone was kindly sent to me in early 1966 by the Australian Bureau of Mineral Resources in Canberra. Although only a section of a cone is present, the details of the fracture pattern are sufficiently good to identify it as an

## Limestones

Limestone, shale, sandstone

## 1) olomite

Limestone
Limestone
Limestone
Limestone
Sandstone
Granite
Quartzite, granite, amygdaloid et al.
Limestone
Crystalline gneiss
Crystalline granitic gneiss
Quartzite, shale, granite, et al.

Shaly sandstone
Crystalline gneisses (anorthosite, gabbro)
Crystalline gneisses

Coesite, stishovite, and nickel-iron spherules found in "sister" Ries Basin astrobleme.
Excellent shatter-coning now mostly quarried away. Coesite reported (Cohen, Bunch, and Reid, 1961).
Rohleder (1934) reported a possibly shatter-coned fragment in explosion debris of north wall of crater; needs reconfirmation.
Excellent shatter cones.
Cones are small, only fair quality. Found along creek beds only in central uplift.
Cones are of only fair quality, limited to limestones in center of central uplift.
Definite but poorly developed.
Majority of cones found in central uplift, but recently discovered in peripheral rocks as well.
Shatter-coning developed on a grand scale at more than 60 localities, mostly in rocks of uplifted annular collar, but also in central granite core.
Cones are of fair quality.
Convincing but crude examples recovered from outer ring of structure.
Crude but convincing examples found in various crystalline rocks. Widespread shock metamorphism present.
Excellent shatter cones at more than 100 localities, from uplifted annular ring surrounding irruptive. Developed in many lithologies, most spectacularly in Mississagi quartzite.
Exhibits probable examples of poor shatter-coning. Shock-metamorphic features in quartz (N. M. Short, personal communication).
Crude but definite shatter cones found in various lithologies. Many other shockmetamorphic effects also present.
Good shatter cones present.

Limestone, sandstone, siltstone, mudstone

Abundant shatter cones in various lithologies, both on surface and in drill core to $3,000 \mathrm{ft}$. Most common in central uplift, but found as far as 5 mi . from center of structure. Glassy breccia, planar lamellae in quartz, are also present. Segments of small shatter cones in dolomite found in explosion debris in wall of main crater. Only known example of shatter cones associated with meteorite fragments in an accepted meteorite crater.
unquestionable shatter cone. Shatter cones have also been found at the surface in the center of the structure (Plate III). Hence Gosses Bluff must be added to the list of shatter-coned structures.

Gosses Bluff is circular and has the typical damped-wave form of many other shatter-coned structures. A central domal uplift 3 miles across is surrounded by a ring syncline followed by a ring anticline so that the entire area of deformation is about 12 miles across. Ordovician and Silurian (?) beds include a wide variety of lithologic types which eventually should provide much information on shock effects for some rock types about which we now know little.

Cook (1966) writes that, from a recent restudy of Gosses Bluff, shatter cones are remarkably well developed and that the structure probably offers one of the best localities in the world for their study. The shatter cones are widespread; they are present in the center, in the rim of the central uplift, and out to at least 5 miles from the center. They occur in all types of rocksandstone, limestone, siltstone, and mudstone, as either individual or multiple cones which range in length from less than 1 inch up to several feet. In the east rim they show a strong preferred orientation with the apices pointing upwards and parallel to bedding in vertically


Plate III-Gosses Bluff Cryptoexplosion Structure, Australia
A. Gemini IV space photo (no. V-2-22) giving a view of Gosses Bluff from near space. Central uplift (dark ring) about 3 miles across is surrounded by an outer ring syncline (ghost ring). NASA photo, taken August 27, 1965 from an altitude of 165 miles.
B. Aerial oblique view of Gosses Bluff in central Australia showing the central uplift of the cryptoexplosion structure which is presumably an astrobleme. Photo from P. Cook.

C \& D. Shatter cones from Gosses Bluff structure are an indication that shock forces were involved in its creation. Photos from P. Cook and K. Crook. The specimen in C is about 3 cm . high and is from a drill core obtained at about 3,000 feet below the surface in the center of the structure.
upthrown beds. (This, of course, means that if the beds are returned to their pre-event position, the apices would point inward toward ground zero, the direction from which the shock wave arrived.) Elsewhere other shatter cones commonly have their apices normal to bedding planes.

In some areas, however, the apices show a random orientation with, for instance, three or four different orientations of shatter cones on a single hand specimen. A thorough quantitative study of the shatter cones will be necessary to establish or refute the existence of a preferred orientation of shatter cones at Gosses Bluff. The reality of cone apices pointing in random directions seems questionable. Cone segments alone may show orientations that are as much as 90 degrees apart owing to the master cone's apical angle of about 90 degrecs (Manton, 1965). Fully inverted cones are sometimes found, but not random orientations. The astrobleme concept predicts that the cones should show a strongly preferred orientation toward ground zero, and I predict that a detailed study at Gosses Bluff eventually will confirm this orientation.

Cook states that subsurface shatter cones are fairly common. They occur down to 3,000 feet in the Gosses Bluff oil test well drilled in the center of the structure, and also in four other shallow wells drilled in the periphery for stratigraphic purposes.

Although Australian geologists remain skeptical about the astrobleme interpretation of Gosses Bluff, it seems to me to be an excellent and undoubted example of such a structure. The wide distribution of shatter cones away from the central eye suggests that Gosses Bluff may bridge the gap betwecn small astroblemes where shatter cones occur only in the "bull's eye," and larger ones where they are found only far out in the periphery.

## SHATTER CONES AT MODERN METEORITE CRATERS

Shatter cones have been almost entirely found in presumed astroblemes-ancient impact sites. It would obviously be useful to find them in modern meteorite craters as well. The early description of shatter cones from the Lake

Bosumtwi erater by Rohleder (1934) provides a possible connection with a highly probable young meteorite crater in which coesite-bearing impactite and meteoritic spherules have been found (Littler et al., 1962; El Goresy, 1966). Although Rohleder's description is brief and is supported only by a poor sketch, his identification is probably valid, inasmuch as he was immediately struck by the similarity of these features with those from the Steinheim Basin in Germany. However, on recent visits to Lake Bosumtwi, both Monod and Chao (personal communications) were unable to locate definite shatter cones, and further study of this locality is sorely needed. A possibly shatterconed piece of Coconino sandstone from Meteor Crater, Arizona, found by Chao and noted by Dietz (1963) is also questionable and cannot really be admitted as evidence for shatter-coning in a modern meteorite crater.

As noted above, the identification of shatter cones at Bosumtwi needs reconfirmation and thus does not provide a fully satisfactory tic-in between shatter cones and accepted modern meteorite craters. However, the finding by E. I. Krinov (unpublished) of shatter cones at the largest crater ( $110-\mathrm{m}$ diameter) of the Kaalijärv group in Estonia (Krinov, 1961) now bridges this gap. Two small shatter cones ( 2 cm high) recently discovered in dolomite were shown to me by Krinov (of the USSR Academy of Sciences' Committee on Meteorites) at Moscow in June 1966. Although they are not fully complete cones, they do display the usual conical shape and horsetail-packet striations in fine detail. There is no doubt that they are bona fide examples of this mode of shock fracturing. These shatter concs are being placed on display at the Mineralogical Museum along with impactites and meteorites previously collected from the Kaalijarv craters. The shatter cones come from the main crater, the only one considered to be an explosion crater as evidenced, for example, by the quaquaversally uplifted dolomite strata. The cones were discovered in an exploratory pit in ejecta detritus inside the south wall of the main crater.

## ORIENTATION OF SHATTER CONES

Both the reality and the significance of orientation of shatter cones have been questioned. How-
ever, the axes of shatter cones do show a remarkable preferred orientation within any particular rock unit although individual megabreccia blocks may be variously oriented. Exceptions to the common orientation do occur; the most frequent exceptions (although quite rare) are completely inverted cones. I have seen examples at Kentland, Decaturville, and the Steinheim Basin. The appearance of divergent axes commonly arises from seeing only cone segments rather than full cones which can occur 90 degrees or a little more apart. However, the plotting of numerous cone segments at Vredefort (Manton, 1965), Crooked Creek (Hendriks, 1954) and Wells Creek (Stearns et al., this vol., p. 323) has demonstrated a common orientation. Hendriks' plotting of several hundred cone segments at Crooked Creek (personal communication) showed that the cone axes have an upward orientation at a steep angle to bedding.

Even more detailed plotting at Wells Creek reveals orientation at a steep angle to bedding and directed either inward toward ground zero or, alternately, outward and away from ground zero (Stearns et al., this vol., p. 323). The uncertainty in this case arises from the fact that it is impossible to determine tops and bottoms of beds (which units are inverted and which are not). Stearns prefers to consider the upward orientation as being real, for it is difficult to envision a shock wave propagation toward a point of common convergence.

Shatter cone orientation similar to that at Vredefort Ring (inward-pointing cones when the upturned rocks are returned to their pre-event position) is found at Sudbury, although the observations are confined to a limited section along the south side of the structure (Dietz and Butler, 1964) (Plate IV). More recently, International Nickel Company geologists (Bray et al., 1966) have confirmed this orientation in other portions of Sudbury Basin.

## the vredefort ring and the sudbury STRUCTURE

Many geologists, and especially astrogeologists, are now inclined to accept the small shatter-coned structures like Wells Creek and Sierra Madera as
probable astroblemes (Plate V). However, some balk at the suggestion that large shatter-coned structures like the Vredefort Ring and Sudbury may also be astroblemes, and so doubt the significance of the shatter cone criterion. They may argue that shatter-coning can have many origins, or may suggest that the term is being applied to fracture patterns unlike those at the standard localities-i.e., Steinheim Basin and Wells Creek. In my opinion, both Vredefort and Sudbury are unquestionably shatter-coned and spectacularly so. It is pertinent to note that my interpretation of both Vredefort and Sudbury as astroblemes (Dietz, 1961a; Dietz, 1964) was not based upon the discovery of shatter cones. Instead, I considered that there was enough geologic evidence of shock effects at these structures to make the search for shatter cones worthwhile. Shatter cones were subsequently found at both structures, so that the astrobleme concept thus has the added support of successful predictions.

The origin of the Vredefort Ring is an intriguing and complex problem; for, if it is meteoritic, the impact event was comparable to that which created Copernicus on the Moon. My impression, upon visiting South Africa in 1964, was that most South African geologists were not favorably inclined toward the impact hypothesis. Since then, evidence supporting the impact origin of the Vredefort Ring has been supplied by the dating of the shatter-coned alkali granite which is intruded into the upturned ring of sedimentary rock surrounding this structure. At the time of my paper on Vredefort (Dietz, 1961a) it was thought that this alkali granite, on geologic grounds, was of the same age as the Pilansburg intrusive and its associated system of dikes in the Bushveld Complex or about 1400 million years old. If verified, this would have ruled out the impact hypothesis, for the Vredefort event has been radiometrically dated as $1970 \mathrm{~m} . y$. (Nicolaysen, 1963), thus necessitating two shatter-coning events widely spaced in time, which is most unlikely. Dating of the alkali granite (Nicolaysen, 1963), however, revealed an age of 2030 m.y.the granite is older as is required by the astrobleme hypothesis. These two dates are sufficiently close so as to overlap one another within the


Plate IV-Sudbury Shatter Cones
A group of shatter cones nearly 2 m . high in the Mississagi quartzite from the south rim of the Sudbury Basin. The strata dip almost vertically at this point so that if the rocks are returned to their pre-event position, the cones would point toward the center of the Sudbury Basin. This is the direction of ground zero according to the astrobleme hypothesis. Photo by the author.
margin of error; hence the interpretation that the intrusion of the alkali granite pre-dated the Vredefort event is both permissible and likely, but not fully established.

Another finding supporting the meteorite impact origin of Vredefort has been made by Carter ( 1965 ; this vol., p. 453), who has found basal quartz deformation lamellae in a shatter cone from the Vredefort Ring. He considers this a
definitive criterion of shock deformation resulting from meteorite impact. As noted above, shatter cones seem to form outside of the limits of intense impact metamorphism and crushing, and hence rarely show these effects.

On my first reconnaissance of Sudbury, disappointingly few shatter cones were found. Their presence was not emphasized in my first paper on the structure (Dietz, 1964), inasmuch


Plate V-Shatter Cones from Steinheim Basin and Sierra Madera
A. Shatter cone in dolomite from the Sierra Madera cryptoexplosion structure in Texas. The horsetailing, or packets of striations on the surface, are a hallmark of shatter coning.
B. Shatter-coned limestone from the Steinheim Basin cryptoexplosion structure in Germany where this shock fracturing has been known since about 1900. Specimen at
lower right shows a positive face while the upper specimen shows a negative face (or cone mold). The development of such negative faces offer a criterion whereby shatter cones may be differentiated from slickensides (fault slippage striations). The length of the upper specimen is about 8 cm .
as these rocks are ancient and have had a complex history wherein fractures resembling shatter cones might have been produced. During a subsequent visit, however, excellent and extensive shatter-coning was discovered once the search was extended several miles out in the wall rocks
to the south of the Sudbury lopolith (Dietz and Butler, 1964). It also became apparent that the shatter cones at these sites were oriented in such a way that if the rocks were returned to the horizontal (their presumed pre-event position) they would point inward toward Sudbury Basin;
i.e., to ground zero according to the impart concept.

Bray ot al. (1966) have greatly extended the study of shatter-coning around Sudbury, with results in harmony with the astrobleme concept. Although my discovery of shatter cones was confined to the readily accessible southern margin of the Sudbury Basin, they have recorded shatter cones at nearly 100 sites in a belt 11 miles wide in the wall rocks completely around the Sudbury irruptive. The preferred orientation of the shatter cones is generally parallel to the bedding (as at Vredefort) and the orientation is directed toward the Sudbury Basin-this orientation is strongly enhanced when highly dipping beds are returned to the horizontal (their presumed pre-event position). Shatter-coning was not found outside of this belt although traverses were made out to 60 miles and in the same formations; e.g., the Mississagi quartzite at Blind River. Furthermore, shatter cones do not occur in the younger rocks across the Grenville Front south of Sudbury although they do occur in older Huronian rocks within a few hundred yards of this front. Those rocks which are intruded with the Sudbury breccia are also shatter-coned. Thus excluded from shatterconing are younger diabase dikes which traverse the region, the Sudbury irruptive itself, and the overlying Whitewater sediments. These last named beds, according to my "extrusive lopolith" (Dietz, 1964) concept (and in contrast to the classical intrusive lopolith concept), are post-impact-event fillings of the Sudbury crater.

Bray et al. (1966, p. 245) conclude that "the form, distribution, and orientation of shatter cones at Sudbury ... (are) not inconsistent with the predictions of Dietz's astrobleme theory. However, the precise origin and genetic significance of shatter cones in general are still open matters, and although Sudbury structure also possesses other features thought to be characteristic of cryptoexplosion structures, much additional information must be forthcoming...."

New evidence for the impact origin of Sudbury has recently been described by French (1967; this vol., p. 383). He reports the occurrence of unusual deformation structures, similar to those
observed in rocks from known and suspected metcorite craters, in inclusions of "basement" rock in the Onaping formation at Sudbury, and concludes that "these features, which include planar sets in quartz parallel to the $\{0001\}$ and $\{10 \overline{1} 3\}$ planes, suggest that the Onaping formation consists of shocked and melted material deposited immediately after a meteorite impact which formed the Sudbury basin." Fairbairn et al. (1967) have radiometrically dated the overlying sediments of the Whitewater series which cover the Sudbury irruptive. The sediments are found to be of essentially the same age as the Sudbury irruptive, a result which is consistent with the impact hypothesis (although not unique proof of this concept), under which the irruptive is an "extrusive lopolith" which welled up into an impact explosion basin.

## GEOLOGIC STRUCTURES RESEMBLING SHATTER CONES

The shatter-coning phenomenon can be beautifully developed, as in the carbonates at Steinheim Basin or at Wells Creek Basin, or it can degenerate, particularly in coarser-grained rocks, to the point where it is difficult to differentiate shatter cones from more common types of rock fractures. The so-called slickensides found in some meteorites of the brecciated chondrite class probably are shock fractures closely related to shatter-coning (Dietz, 1966b).

On the other hand, many other structures of conical form have been confused with shatter cones. Among these we may list: cone-in-cone; coal cones; the "striated cones" of Cerro Colorado in New Mexico; and the fibrous crystalline conical habit such as found, for example, in the zeolite mineral pectolite. Of course, all natural cones are not necessarily shatter cones, just as all spherical rocks are not necessarily concretions. Some discretion must be used in identifying shatter cones, but, where well developed, shatterconing invites no confusion. Non-conical striated surfaces such as slickensides, plumose fracturing, and stylolites, have also been confused with shatter cones but apparently never by those well acquainted with true shatter cones.

Bucher (1963) has described alleged "double shatter cones" in bituminous coal from West Virginia. Such coal cones are not shatter cones, although they bear a fairly close superficial resemblance. They were first described in the 19th century from England (Garwood, 1892; Gresley, 1892), and are now known from New Zealand and Poland. Tarr (1932) considers these coal cones to be a diagenetic structure related to cone-in-cone, but presumably of somewhat different origin. Price and Shaub (1963) describe these cone-in-cone features from West Virginia coal in some detail, and consider them to be pressure cones caused by loading or by tectonic stress. They compare them to the cones which can be generated by shearing in a cylinder of any brittle material (such as a cement pillar) during axial compression. Unfortunately the specimens studied were picked out of a coal bin and were not seen in place, a factor which seriously hampers understanding them. Tectonism appears to have played a role in the development of such cones in Poland (Gorzyca and Kwiecinska, 1963; Kwiecinska, 1963). Recently I have had an opportunity to examine several such specimens at the Newcastle-on-Tyne museum. These cones are not shatter cones, although a selected hand specimen may bear certain superficial resemblances to them.

In a treatment which is difficult for me to follow, Amstutz (1965) contends that the shatter cones present at both the Decaturville and Crooked Creek structures in Missouri are, in fact, not shatter cones at all. This is in marked contrast with the general consensus of opinion, which I share, that both of these cryptoexplosion structures contain, without question, bona fide shatter cones. In Amstutz' view, the cones at Crooked Creek are of a diagenetic type related to cone-in-cone, while those at Decaturville were somehow created by the regional tectonic stress field. In November 1965, I participated with about 75 other geologists in a Geological Society of America field trip through Missouri, which visited these two cryptoexplosion structures. In the discussions which ensued, no one questioned that the conical structures found in the central eye of both of these cryptoexplosion structures
were other than bona fide shatter cones. Of course, there was by no means universal agreement with my contention that both of these structures are astroblemes.

Monod (1963) quoted Karpoff as having found shatter cones in North Africa, confined to a thin horizon and extending for at least 15 km , an occurrence which has led Monod to dismiss the validity of shatter-coning as a shock criterion. It seemed evident that Karpoff was in fact describing a cone-in-cone layer, because this distribution is typical of cone-in-cone, whereas shatter cones massively and locally invade a rock mass. In the central United States carboniferous sediments, cone-in-cone horizons have been traced for as much as 500 miles from Indiana to Missouri (R. K. Wanless, personal communication). Shatter cones and cone-in-cone are strikingly different structures which should not be confused even in the hand specimen. They certainly cannot be confused in the field as cone-in-cone occurs along a thin stratum while shatter cones invade an entire rock mass. More distinctively, shatter cones occur in rocks of diverse lithologies and grain sizes, while cone-in-cone is generally restricted to impure calcareous rocks; also, cone-in-cone develops perpendicular to bedding planes while shatter cones may be variously oriented. The specimens in question were recently sent to me by Karpoff. They clearly are typical cone-in-cone, including even the common circular banding. To eliminate any subjectivity, the specimens were submitted to Drs. Carozzi and Wanless, of the University of Illinois, who agree that these specimens are indeed cone-in-cone.

Elston and Lambert (1965) have described what they consider to be possible shatter cones in an ancient volcanic funnel, Cerro Colorado near Albuquerque, New Mexico. Recognizing that these features are somewhat different from normal shatter cones, they have termed these "striated cones." They claimed that there are no objective criteria by which shatter cones can be distinguished from their striated cones. They do note the greater coarseness of the largest size of striated cones from Cerro Colorado, and the greater ease with which the Wells Creek shatter cones break out of the rock. In my opinion, these
striated cones and shatter cones bear virtually no resemblance to each other; it requires great imagination to see any similarity at all. Some points of difference may be listed as follows: (1) Some striated cone specimens show degrees of conical curvature but complete cones are not found. (2) The conical surfaces are weathering surfaces and not fracture planes, and it is impossible to obtain these striae on any freshly broken surface. (3) The striae on true shatter cones are rapidly lost when exposed to weathering but those on the Cerro Colorado striated cones are enhanced by weathering; in fact, they seem to be the result of differential weathering. (t) The so-called striae are not really striae at all but rugose markings. R. Hargraves, W. Manton, and N. Short (personal communications), all of whom have worked extensively with shatter cones, concur in my opinion that these definitely are not shatter cones. At this conference, Elston (this vol., p. 287) read a paper pertaining to these cones entitled "Striated Cones: Wind Abrasion Features, not Shatter Cones" which indicates that he, too, now concurs in their not being shatter cones.
W. A. Cassidy (this vol., p. 117) described and showed photographs at this conference of coneshaped pieces of compressed clay from beneath a meteorite found in one of the Campo del Cielo craters of Argentina. He suggested these might be shatter cones. Although they are rudely conical, they lack the striations, and so I doubt that they are. More likely they are simply percussion or loading cones which would fit the fact that these craters are penctration funnels and not explosion craters.

## ARTIFICAL EXPLOSION AND IMPACT CONES

Explosion cones are produced in rocks by high explosives; an example of such a cone from a limestone quarry is shown in Plate VI. A rude cone results where the fracture appears to follow original lines of weakness in the rock. Similar conical explosion fractures may be commonly seen in road cuts, but cones with the geometric perfection and surface striations of shatter cones are never found. Quarrymen are primarily inter-
ested in heaving and moving rock rather than shattering it and so avoid high brisance explosives. By using a high-brisance military explosive (C-4, detonation wave velocity 25,060 ft ./sec.), I have been able to create cones more perfect than TNT generated cones and with faint surface striations suggestive of shatter cones. By extrapolation, it would seem (perhap.s naively) that if more intense explosives were available, shatter-coning might result. On the other hand, Shoemaker et al. (1961) have produced rather good, although minute, shatter cones in rock by using a hypervelocity bullet fired from a light gas gun. The apices of these cones produced in the impact-explosion crater point toward the point of impact.

## CONCLUSIONS

The accumulated evidence that shatter-coned cryptoexplosion structures are astroblemes has become quite impressive, although the evidence at any particular site may be scant. Shatterconing, together with coesite, impact metamorphic effects etc., still remains only an indication of shock; and hence of impact only by inference. There remains the possibility (although in my opinion an unlikely one) that the shock might have been generated by some intraterrestrial explosion triggered by a geologic process of an as yet unspecified nature. Without doubt we will continue to find new cryptoexplosion structures; the presence of shatter cones will sometimes provide the initial clue. With the continuing study of shatter cones the fascinating problems of the role of meteorite impacts in geology will be further illuminated.

## NOTE ADDED IN PROOF

Since the preparation of this manuscript, I have been able to visit the Gosses Bluff cryptoexplosion structure in central Australia, which appears to be one of the most intensively shatter-coned structures in the world (Cook, 1968). In this structure, shatter-coning is developed on a remarkable scale, particularly in the northern sectors. Fragments of shatter-coned rocks are found in breccia zones, indicating that the formation of

the shatter cones preceded formation of the breccias. The theory of impact origin for Gosses Bluff would require, however, that the two events were practically simultaneous.

Strong preferred orientation of the shatter cones at Gosses Bluff is also remarkably well exhibited. When the uplifted sedimentary rocks are graphically returned to the horizontal, the apices of shatter cones in the central part of the Gosses Bluff structure point upward, and the cone axes intersect in an area about 1.5 mi . in cliameter. Somewhat further out from the center of the structure, the apices of shatter cones point both inward and upward; farther out, the cone apices point inward toward the center. These relations, which are identical to those observed at other cryptoexplosion structures (Manton, 1965; Stearns et al., this vol., p. 323), are interpreted to mean that the shock wave was impressed centrally and from above, and that the shock-producing body (presumably a comet head) had an effective diameter of about a mile (Dietz, 1967).

A detailed study of the Sierra Madera, Texas cryptoexplosion structure has recently been completed; the principal investigator now favors the astrobleme interpretation (H. Wilshire, personal communication). Shatter cones at Sierra Madera have been found to pre-date the folding and formation of the central uplift, and the impact origin would require that the shatter cones formed immediately previous to the uplift. Graphical restoration of the shatter-coned beds to the horizontal demonstrates that the shatter cone apices point upward and inward toward the center of the structure. The diapir-like uplift at Sierra Madera may be analogous to the central peaks of some lunar craters.

The information obtained from study of the Gosses Bluff structure emphasizes the growing
use of shatter cones as a field criterion for shock and for possible meteorite impacts; the impact origin of Gosses Bluff was not proposed until the extensive shatter-coning was discovered. More recently, a new shatter-coned locality, tentatively designated La Malbaie, has been discovered along the St. Lawrence River northeast of Quebec (Robertson, 1967). Significantly, the existence of this structure was not recognized until shatter cones were unexpectedly discovered by a French geologist who termed them "cat's paws"; John Murtaugh (personal communication) subsequently recognized them as excellent shatter cones. Subsequent study of the site (Robertson, 1967) has reveated petrographic shock features, and the structure is currently considered to be a $37-\mathrm{km}$ diameter, deeply eroded meteorite impact crater or astrobleme.
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## Reply

Robert S. Dietz<br>Atlantic Oceanographic Laboratories, ESSA, Florida 33130

As Meyerhoff correctly points out, modern hypotheses have often been anticipated or somewhat developed in earlier writings. We see this, for example, in the continental drift concept in which Wegener was, in some respects, anticipated by earlier writers, although these are, at most, rather oblique references or partial expositions. British writers like to quote Sir Francis Bacon as originating continental drift, but it takes some tortured reasoning to extract this from his writing [see Blackett, 1965]. It seems to me entirely correct to regard Wegener as the originator of continental drift as a respectable scientific concept, with Du Toit [1937] fleshing it out with proper geologic evidence. Certainly Wegener formalized the concept of continental drift, although minor thoughts about drift exist in earlier literature.
As regards sea-floor spreading, Hess deserves full credit for the concept, as correctly noted by Meyerhoff, by reason of priority and for fully and elegantly laying down the basic premises. I have done little more than introduce the term sea-floor spreading, which now seems to have acquired a wide usage and a rather definite meaning, and apply it to such things as geosynclinal theory and the tectonic passiveness of the continental plates [Dietz, 1963, 1966].
I cannot see that Holmes 'fathered' sea-floor spreading, although perhaps he in some ways anticipated it. Perhaps his chief contribution was the employment of mantle convection as the primum mobile of tectonogenesis. In any event, Holmes' concept (as shown in Figure 1 of Meyerhoff's preceding discussion) is not really sea-floor spreading. He resorts to thinning the crust rather than creating new oceanic rind at the mid-ocean swell and destroying it in
trenches in the conveyor-belt fashion of seafloor spreading. Also his mid-ocean swell is sialic (which we now know it is not and which would spoil the continental drift jigsaw fit). Holmes thus follows Wegener. Whereas Wegener considered the continents as active elements, Holmes' figure shows them as being passive and entrained by mantle convection, as with sea-floor spreading.

If scientific concepts survive at all, they evolve from speculations to hypothesis and finally to theories. The status of any concept at any point in time is largely a matter of subjective judgment (and, I suppose, semantics). Meyerhoff regards sea-floor spreading as an hypothesis, whereas I am inclined to regard it now as a theory. It seems to me that especially t'ue praleomagnetic results have made it so, subsequent to the suggestion of Vine and Matthews that the sea-floor conveyor belt has a remnant magnetic imprint accounting for the striped anomalies. To these many scientists, too numerous to list here, belongs the real credit. They have advanced a body of speculative subject matter into a theory of sea-floor spreading which seems to be providing a workable framework for geotectonics.
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## The origin of continental slopes

The most striking geological anomaly is probably the continental slope separating the continents and continental shelves from the deep oceans. The continents consist of a crust on the average 35 kilometres thick, but under the oceans this measures only a few kilometres. Various theories have been advanced to account for this striking difference in thickness. The most likely possibilities are discussed in the article below.

## Nature of continental slopes

Since water seeks its own level, one might suppose that the oceans have simply ponded in the low places on a world which has a crust that is structurally uniform but is characterized by domes and swales spoiling its exact roundness. With this notion in mind, it came as a surprise to science to find that the earth is characterized by two preferred surface levels-the continental
platforms and the $5-\mathrm{km}$-deep ocean floors. And these two levels are separated, not by a region of gentle transition, but everywhere by a steep escarpment about 3500 metres high. Abrupt continertal slopes surround all of the continents, attaining a total extent of 110000 km . So the continents rise as table-like pedestals above the ocean bed, not as dome-like protuberances. These escarpments would comprise the world's grandest
scenery if they could be seen; in the sub-aerial world only the Himalayan rampart ringing northern India offers comparable relief. Why are the earth's surface features of the first order of magnitude, the continents and the ocean basins, so abruptly discontinuous? Surely an understanding of why continental slopes exist, and their composition and origin, is critical to the history of the earth.
In a general way we already know why the continents stand high. They are composed of light granitic rock about 35 km thick which literally floats in the earth's dense mantle much as an antarctic iceberg floats in the Southern Ocean. The density contrast between an iceberg and the ocean is such that the berg floats five-sixths submerged; the density contrast between the mantle and the continents gives the latter a roughly similar "freeboard" with respect to the ocean floor. But this does not really explain the continental slopes for, if the continents were lenticular bodies instead of tabular ones, they would still float in the mantle but without displaying any abrupt continental slope.

## Catastrophic explanations for the continental slopes

It would be nice to explain the continental slopes as the rim scars left after some immense catastrophic event early in the earth's history. Many have proposed such schemes and indeed this idea pervades the lay literature about ocean basins. Already Sir George Darwin suggested that the moon is the daughter of our planet, having been torn from Mother Earth by solar tidal attraction, leaving the Pacific Ocean and its ringing continental slope as the birth scar. According to Darwin the earth, when still liquid, once rotated with a four-hour-day period. This being also the natural resonance period of the earth, the tides grew larger daily until a blob of molten rock completely separated, forming the moon. Actually this story has little intrinsic scientific merit and the long persistence of this theory in the lay literature must be ascribed to its poetic beauty. Another catastrophic proposal which is the inverse of Darwin's idea is that the primitive earth was blasted by cosmic bodies which fell into the earth, blasting gaping holes in the earth's crust which have persisted until today as the ocean basins; the continental slopes would be rim scars. The maria on the moon may be cited in
favour of such an interpretation for they indeed do seem to be giant explosion basins. And it seems clear that, if an asteroid as big as the 800km diameter Ceres were to strike the earth, a scar as large as an ocean basin would be formed. However, it seems equally clear to geologists that such an event has never happened in earth history.
Perhaps the strongest objection to any catastrophic explanation for continental slopes is that they are geomorphically young. They are steep and rugged, which are attributes of geologic youth, rather than worn down and subdued. They must have been formed in the last 100 million years or so; any so recent a catastrophe would leave an indelible and evident geological record. For example, such a great catastrophe would seriously affect the delicate skein of organic evolution, causing the abrupt extinction of many organisms and perhaps even all the higher forms of life. Evidently we must seek an evolutionary explanation for continental slopes by which they have developed in some slow, continuous and orderly manner.

## Continental slopes as wave-built terraces

This concept looks upon continental slopes as the advancing edges of a wave-built terrace, a talus of detritus shed from the continental block and laid down like a huge delta. It was presumed that waves dug away at the shore and carried detritus out to the shelf edge where it was suddenly dropped like an embankment of mine tailings (Fig. 2). This view has been generally discredited by marine geological evidence collected over the past few decades. While delta terraces do build out the continental slopes locally, the general concept of the ocean waves creating a sedimentary embankment at the shelf edge is unsound. The sedimentary covering on continental slopes usually is only a thin mantle covering underlying bed rock. Most continental slopes seem to be erosional domains as is shown by the submarine canyons cut into them. The slopes tend to erode back like a mountain front rather than prograde seaward. In short, deposition of sediments can only be a modifying influence and we still must search for some fundamental mode of structural origin for continental slopes.
A variant of the wave-built terrace idea is that continental slopes may be built up by carbonate sedimentation. Indeed atoll-like carbonate build
up may account for at least the upper part of some continental slopes such as around Florida and for the Yucatan region of Mexico. Reef limestones forming at the shelf edge would tend to impound detritus shed from the continent. Such reef build-up is capable of producing very steep slopes, as is known from the atolls of the Pacific Ocean. However, a pre-existing continental slope of structural origin is obviously required before this carbonate modification can begin. Hence, a carbonate slope can only be the special proximate cause of a particular continental slope but does not help in explaining continental slopes generally (Fig. 3).

## Continental slopes as fault scarps

Still another interpretation is that the continental slopes are fault scarps created along the juncture between the light continental block and the heavy oceanic segment of the earth's crust. Earthquakes along some continental slopes, the tendency of the slopes to be straight, and their abrupt transsection of the mountain belts are cited as favourable evidence of this interpretation. But since the continental blocks of the ocean basins are in equilibrium, there appears to be little reason for adjustments other than by minor faulting along the continental slopes. Faulting should thus be of secondary importance rather than the primary cause of the continental slopes. The fault-origin supposition cannot be entirely discredited for it does have some appealing aspects, but for reasons developed below the writer does not think it provides the best solution (Fig. 4).

## Continental slopes as rift scarps

In recent years much evidence has accumulated favouring the old but dormant theory of continental drift. I am among those scientists inclined to accept its reality for many reasons, not the least of which is that it offers a reasonable explanation for continental slopes. Quite likely the northern hemisphere continents were joined together across the Atlantic about 150 million years ago, forming the supercontinent of Laurasia. Similarly the southern hemisphere continents, plus India, were also together then forming Gonduana. Subsequently these large supercontinents rifted and drifted apart to their present position.

Accordingly many of the continental slopes around the Atlantic and Indian Oceans may be explained as modified rift scars, remnants of this continental fragmentation. The opposing continental slopes of Africa and South America provide an excellent example, for it is now known that they fit together with fine precision beyond any previous expectation-especially when this translation is done with careful scientific controls and considerations. Today the Gulf of California and the Red Sea probably provide examples of new rifts, not more than 15 million years old, where new continental slopes are being created as opposing land-masses move apart (Fig. 5).

Continental slopes as accretionary mountain belts It is immediately evident that continental rifting and drifting apart cannot account for all continental slopes. In any such fragmentation new continental edges are created but the old ones remain as well! In other words, the original margins of Laurasia and Gondwana, now mostly facing the Pacific Ocean, cannot be rift scarps. What is their origin?
It seems quite likely that continents have grown through geological time by a process of accretion whereby new mountain belts are added to the periphery. Great prisms of sediment are laid do:wn like aprons at the bases of the continental slopes around the world. From time to time the ocean floor underthrusts the continental blocks,
as seems to be taking place around the Pacific today. By this action belts of folded mountains are accreted to the continental margin, and a new continental slope is created as the seaward flank of this mountain belt. This process then seems to be the basic cause for the creation of continental slopes. Since it occurs at intervals over geological history, the slopes are from time to time renewed so that their geomorphic youth (ruggedness and steepness) is renewed. This process also meets the criterion of being a slow, evolutionary mode and so is in accord with geological history.

Robert S. Dietz
Institute of Oceanography (ESSA)
Washington, D.C.

Marginal downflexing has been proposed as a cause of continental slopes. It has been argued that this flexing would account for the submarine canyons incising the slopes as ancient river valleys. However, it is now known that canyons are cut by submarine processes.
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Another interpretation of continental slopes is that they are enormous sedimentary embankments of detritus carried out to the shelf edge.

3
A further explanation for sedimentary slopes is by a buildup of carbonate sediments deposited by reef corals along the margin of the continent.

## 4

Down-faulting along the continental margin offers still another interpretation for the origin of continental slopes.

## 5

The fundamental cause of continental slopes is presumably continental accretion whereby new margins are added to continents by the collapse of sedimentary prisms at the base of the continental slope. Underthrusting by the sea floor causes this accretion and generates a new continental slope.
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BARRINGERMETEOR CRATER. The Barringer Crater, or Meteor Crater in Coconino County, Arizona, commands special scientific interest as it is the prototype, meteor impact crater on the face of the Earth, having been fully established as an impact site since 1930. Of all the world's meteorite craters, this one is the most elegant, most accessible and the best exposed. It is visited by a hundred and fifty thousand tourists each year.

The crater is nearly 4000 feet across and 570 feet deep, the rim is marked by upturned strata and debris piles rising 150 feet above the surrounding plain and containing some 300 million tons of fragmented rock. The rock units in the crater wall display a quaquaversal depth and locally are overturned. Regional jointing has exerted a control upon the shape of the crater which is somewhat squarish in outline rather than truly circular. The floor of the crater is underlain by debris, breccia, and covering lake beds attaining a thickness of about 100 feet. The ejected


An aerial riew of Barringer Meteor Crater, Arizona, USA. North is to the right (Photo by Robert S. Dietz).
debris consists of unsorted angular fragments ranging from rock fiour up to great blocks more than 100 feet across. The bedrock stratigraphy is preserved inverted, in the debris units. Permian to Triassic beds - the Moencopie shale, the Kaibab limestone and the Coconino sandstone were all affected by the impact. Cores have shown that Supai siltstone and sandstone occurring at depths greater than 700 feet below the crater floor are undisturbed so that the disruption does not extend to depth.
Indians were familiar with Barringer Crater; the Hopi tribe gathered finely powdered white silica at the crater rim and used this rock flour in their ceremonies. Although discovered by white men in 1871, it first came to public attention in 1891 through the collection, in the environs, of a ton of meteorites by the mineralogist A. E. Foote. These meteorites achieved international interest when they were found to be diamondiferous, containing small nodules of minute black diamonds or carbonados of
great scientific interest but no commercial value. Unlike the diamonds found in certain other meteorites these are thought not to be cosmic, but created at the instant of impact by the shock transformation of the iron carbide mineral cohenite.

Foote did not directly associate the meteorites, which he called Canyon Diablo meteorites, and the nearby crater. So for almost 10 years after Foote's visit, the view persisted that "Crater Butte" was the last vestige of a once active volcano. This belief flourished despite the absence of any associated volcanic ash, lava or hydrothermal effects. First to recognize the impact origin of this crater was D. M. Barringer, a prominent mining engineer from Philadelphia. He acquired the property in 1903 and laid claim to the mineral rights and then spent the years from 1903 to 1929 attempting to exploit the mineral possibilities of the great mass of nickel iron he presumed to be present. Extensive drilling and other exploration was undertaken during this period in the hope of developing a nickel mine. This drilling showed the absence of any buried giant meteoritic 'cannon ball', but indicated considerable scattered cosmic debris.

It was not until 1930 that a consensus of opinion developed in the scientific community that this was indeed a meteoritic crater, an interpretation now beyond any dispute. Slowness of acceptance was mainly due to the crypto-volcanic interpretation of the prominent geologist G.K. Gilbert, who visited the site in 1891. Gilbert's interpretation is rather curious since he described the lunar craters as meteoritic in 1895 much along the lines still given to them today. Gilbert reasoned by analogy so he was unable to accept an exotic or unique interpretation for Barringer Crater. By the same token, once this crater was definitely shown to be meteoritic, many others were quickly located around the world based on criteria developed at this prototype. Even today much of the evidence for meteorite impact features both on the Earth and on the Moon is derived from this feature.
It is estimated that about 50 tons of Canyon Diablos have been recovered, the largest weighing nearly one ton. One half of this tonnage consists of fresh meteorites and the remainder of oxidized meteorites, known as "shaleball" or oxidite. While the meteorites lying at the surface have been largely picked up, it is still a fairly simple matter to recover subsurface ones with a metal detector. Apparently the early Indians did not collect any significant amount of this iron for their arrow points or other purposes. Only one meteorite has been found in an Indian burial in the southwestern United States, apparently an amulet or fetish; it was not a Canyon Diablo.

Canyon Diablo meteorites reside in museums throughout the world. Without doubt it is the most widely distributed meteorite. Specimens command much public interest owing to their contorted form, pits and cavities. They conform to the laymans opinion as to what a meteorite should look like. Those parts of the meteorite which were highly shock-heated upon impact are devoid of the usual Widmanstatten figures. The Canyon Diablo meteorite is a siderite classed as a mediunn octahedrite and contains about $92 \%$ iron, $7 \%$ nickel, and traces of
many other elements. Meteorites from the small Odessa Meteorite Crater in Ector County, Texas, are virtually indistinguishable both chemically and mineralogically from Canyon Diablos. This has led to the suggestion that they may both be part of one fall many thousands of years ago.
Thoughts regarding the probable total mass of the bolide have undergone considerable revision over the years. Early estimates, which suggested an object of several millions of tons, appear to have been much too large. Estimates in the decades of the thirties and forties suggesting an object of a few tens of thousands of tons were underestimates. Recent studies suggest an object $100,000-300,000$ tons depending largely on the actual impact velocities. In terms of energy, the impact is estimated to have been from 3 to 10 megatons-TNT-equivalent.

A number of geophysical surveys have been made searching for evidence of meteoritic material buried in the subsurface. These surveys disagree about the amount of buried meteorite debris but they concur in indicating a considerable amount of it. Very likely abundant fragments lie beneath the lake beds in the southwest quadrant of the crater as broken and shocked fragments.

Undoubtedly the meteorite was subjected to a considerable stripping, ablation and distintegration during its atmospheric flight. The amount of meteoritic substance existing today as fine particles around the crater far exceeds the ponderable meteorites recovered. Based upon 700 soil samplings, it has been calculated that about 12,000 tons of finely divided meteoritic debris is present in the immediate environs of the crater with the greatest concentration lying to the northeast, the explosion cloud having been moved in that direction by the prevailing winds.

The direction of approach of the bolide has been the subject of considerable discussion - all directions of the compass have been proposed except to the north. Based upon variations of the dip of the strata around the crater D.M. Barringer suggested the meteorite struck at a moderate angle of inclination toward the south. A general southerly direction appears to remain as the best interpretation. The velocity probably was also low. An impact velocity of about $15 \mathrm{~km} / \mathrm{sec}$ is consonant with the observed geologic effect at Barringer Crater as inferred from the experimental equations of state of iron and inferred compressibility of the target rocks.

A form of impactite (shock metamorphosed rock) occurs at the crater consisting of altered Coconinosandstone. This curious rock consists of pulverized sand grains, silica glass or lechatelierite, and the dense polymorphs of silica coesite and stishovite. These polymorphs bear the relationship to normal forms of silica, like quartz, that diamond does to common carbon.

More than a hundred papers of scientific interest have been published concerning Barringer Crater but many aspects remain at best poorly known. For example the age of the crater has been only poorly determined. Perhaps the best recent estimate would place the impact event about 22,000 years ago. In spite of the early churn
drilling, the crater remains virtually unknoun at depth. Diamond drilling, permitting core recovery, would greatly enhance our knowledge and add a new dimension to the understanding of meteorite craters generally.

Meteor craters, like lakes, are ephemeral features on the Earth's surface but their root scars persist into geologic antiquity. These older scars, no longer recognizable as craters, are called "fossil" craters or, better, astroblemes (i.e. star-wounds). Some probable examples include the Vredefort Ring in South Africa, the Rieskessel in Germany and the Wells Creek Basin Structure in Tennessee, U.S.A. There has been great interest in astroblemes in recent years. An organized and extensive search for them has been underway in Canada for a decade by the Dominion Observatory.
Barringer Crater is not the largest meteor crater on Earth; it probably ranks fifth among those now known. However, it is the largest definitely identified, based upon the presence of associated meteoritic debris (see table).

A list of the larger meteorite craters

|  | Diameter <br> (ft) | Depth <br> (ft) |
| :--- | :---: | :---: | :---: |
| 1. Ashanti Crater (occupied by <br> Lake Bosumtwi), Ghana | 33,000 | $1,150^{*}$ |
| 2. New Quebec (Chubb) Crater, <br> Lngava Peninsula, Canada | 11,300 | $1,300^{*}$ |
| 3. Lonar Crater, India <br> 4. Talemzane, Algeria | 6,000 | $570^{* *}$ |
| 5. Barringer Meteor Crater, <br> Arizona <br> 6. Pretoria Salt Pan, South <br> Africa | 5,600 | - |
| 7. Wolf Creek Crater, Australia | 3,900 | 570 |

- From top of rim to lake bottom.
* Top of crater rim to bottom of silt fill.

1. Ashanti Crater is almost certainly a meteorite crater on the basis of morphology, structure, and indications of shock, (presence of shatter cones and coesite). No meteorites have been found.
2. New Quebec Crater is almost certainly a meteorite crater on the basis of its morphology, but no meteorites have been found.
3. Lonar Crater is probably a meteorite crater on the basis of morphology and structure but the degree of certainty is less than either Ashanti Crater or the New Quebec Crater.
4. Very old, and deeply eroded, probably Pliocene.
5. Barringer Meteor Crater is unequivocally a bona fide meteorite crater and is the world's prototype. The presence of meteorite fragments plus its morphology, structure and indications of shock including coesite demonstrate this.
6. Probably a meteorite crater.
7. Wolt Creek Crater is unequivocally a meteorite crater. Oxidized meteorite fragments are associated. A fresh siderite has recently been reported.

In the absence of meteorite debris the following criteria are useful in establishing the identity of a possible meteorite crater:

1. A high degree of circularity,
2. A depth to diameter ratio, like that of Barringer Crater,
3. Crushed rock breccia lens beneath the bottom,
4. Quaquaversal dip of the rim rock,
5. Mounds of debris which lie around the rim,
6. Regional uniqueness of the depression (unlikely for a volcanic explosive feature, a subsidence caldera or a limestone collapse feature).
7. Presence of shock metamorphosed rock (impactite) with coesite or stishovite,
8. Shock fracturing effects such as shatter-coning,

These criteria have been developed mostly from studies at the Barringer Meteor Crater. It is evident, therefore, that this remarkable feature will continue to play a key role in the understanding of meteorite impact phenomena on both the Earth and the Moon.
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## WAVE BASE

In principle, wave base is the downward limit to which waves can move bottom particles. As defined by Gulliver ( 1899 , pp. 76-77), wave base determines the ultimate depth of a platform of marine abrasion. No particular depth was specified, but in recent years several workers have placed its effective depth at about 10 meters, perhaps ultimately about twice this (Dietz and Menard, 1951; Fairbridge, 1952; Bradley, 1958). It is observed that unconsolidated clay-size particles may be stirred up by heavy swell down to nearly 200 meters, and this is ultimate wave base, but in no sense is this vigorous abrasion.

Marine abrasion of consolidated rock is largely conditioned by the pre-rotting or loosening of the coastal rocks by the subaerial chemical weathering action of ground water (Bartrum, 1926). The role of waves is thus primarily a mechanical one, to remove the debris (Fig. 1). Additional marine erosional forces are (a) mechanical abrasion, sand and boulders being propelled by wave action at the cliff foot, (b) hydraulic action (air compression in joints, etc.), and (c) biologic agencies (borers, algal buoyancy, etc.).

The principal locus of attack by all the above agencies is the intertidal belt. In exposed areas offshore, strong abrasion extends to the depth where waves begin to peak and, under storm conditions, break. More than $95 \%$ of wave energy is dissipated in this zone between about 10 meters and


Fig. 1. The site of marine abrasion, involving the removal of subaerially rotted rock waste as visualized by Bartrum (1926). Wave action easily removes the "initial zone of weathered rock" to the point A, producing a cliff and "normal" offshore profile. Backwasting from point A favors further chemical weathering down to, but not below, the level of sea-water saturation. Marine abrasion thus tends to develop a horizontal platform, terminating at cliff $B$.


Fig. 2. Various views concerning the origin of the wave-cut and wave-built terraces, all of which imply a controlling effect of wave base. (A) After Longwell, Knopf, and Flint (1948); (B) after Clark and Stearn (1960); (C) after Garrels (1951): (D) after Von Engeln (1942); and (E) after Leet and Judson (1958).


Fic. 3. The delta terrace redrawn from Dunbar and Rodgers (1957, p. 47). Topset, foreset, and bottomset beds are shown to develop when a sediment-laden river enters a quiet body of water. Such delta terraces are common geomorphic forms; they should not be confused with the entirely hypothetical wave-built terrace. Note especially that the nick-point is at water level and not below; wave action would tend to modify or destroy the delta terrace. A rising water level would drown it, producing a feature which might erroneously be interpreted as a wave-built terrace.
the shore. Under extreme storm conditions, the outer limit may sometimes reach 20 meters. Strictly speaking, this should be called "surf base" or "surge base" as it is related to surf action rather than the depth of stirring by open-sea waves (Dietz, 1963). As Moore and Curray (1964) have pointed out, there is really a zone of wave base, effective for various sedimentary grades, shallow for boulders and gravel, deeper for silt and clay, that is activated in cycles up to a century or so.

Historically, there has been much confusion about the lower limit of wave base and marine abrasion. The traditional tendency was to relate the depth of the shelf edge, which is normally situated at about $100-200$ meters. to the bottom friction of open-sea waves (see Fig. 1). One may certainly speak of a "feeling the bottom" by open sea waves, but this is unimportant as compared to the surf action, especially over long periods when it is combined with the large Quaternary oscillations of sea level. Several authors have remarked on the widespread evidence of late Pleistocene shore lines and undisturbed relic sediments on the outer shelf. Evidently this means that since the time that sea level has been at its approximate (modern) level (a matter of about 6000 years), there has been no large-scale abrasion on the outer shelf. In regions of little accumulation, clear, rock-cut terraces may be followed in steps right across the shelf (Carrigy and Fairbridge, 1954). In certain other areas, a considerable thickness of post glacial fine-grained sediments has accumulated here, strictly speaking an unconformable Holocene stratigraphic formation (see Fig. 1 of Moore and Curray, 1964). In neither of these regional types could there be any serious erosion below 10 meters.
"Wave base" when used in stratigraphic discussions essentially refers to the upper limits of medium- or fine-grained sediments that lack evidence of littoral action, beach facies, sand bars, boulder conglomerates, etc.

## Wave-built Terrace

Related to wave base are two other concepts,
"wave-built terrace" and "marine profile of equilibrium."
The term "wave-built terrace" was first used for a prograding littoral deposit (on Lake Bonneville) by Gilbert (1890), but this was not in the sense later adopted by Johnson and others. Johnson (1919), and most text-book writers in recent decades, consider the entire continental shelf to be a wave-cut terrace in its inner part and a wavebuilt terrace in its outer part (see Fig. 2). Accordingly, the continental slope would always be the prograding face of a dipping series of clastic beds composed of detritus swept out from the shore and deposited as a talus. Modern survey work at sea rarely offers support for this model and, in fact, a simple hypothetical wave-built terrace of this sort seems to be fictitious. Shepard (1948, 1963) especially has shown that continental shelves (q.v. Vol. I) are of great diversity and complexity, but none of them seem to correspond to Johnson's concept. It is important that this fallacy should be corrected, for it appears in almost every basic textbook.
The nearest equivalent to a wave-built terrace seems to be the delta terrace (see Fig. 3). When drowned by a rise of sea level, these are quite liable to false interpretation as wave-built terraces.

## Wave-cut Terrace

From the evidence for the lower limit of effective


Fig. 4. Profile across the continental shelf off semiarid Western Australia, showing abrasional notches corresponding to former eustatic sea levels (Carrigy and Fairbridge, 1954). Contemporary "wave-base" erosion, if effective down to -100 meters, would destroy such features.


FIG. 5. Detailed topographic form of the inner shelf off Panama City, Florida, a region of clastic deposition (depths given in feet). A smooth-sloping gradient extends to a depth of 40 feet; presumably this is a near-shore marine profile of equilibrium. But greater depths are marked by a rough relict topography. A submerged forest is located at the point marked X having a radiocarbon date indicating an age in excess of 40.000 B.P. (after Dietz, 1963).
marine abrasion, noted above, it is clear that the continental shelf sediments cannot be underlain by a wave-cut terrace that was formed under the present sea-level regime.

However, sub-bottom acoustic profiling (Moore, 1960) has demonstrated many wave-cut terraces partly hidden beneath a thin veneer of late Holocene sediments. These terraces are separated from


Fig. 6. Paralic wedge building up the contınental terrace today off Loussiana (Dietz, 1963). (A) Detail of complex Holocene segment. No appreciable Holocene sediments are recorded beyond 25 feet ( 8 meters). (B) Progressive effect under eustatic control with steady subsidence
one another by short escarpments and dip uniformly seaward. Along tectonically active coasts. such as that off southern California, these wavecut terraces have evidently been warped and tilted seaward. On more stable coasts, c.g., off Western Australia (Carrigy and Fairbridge, 1954), such terraces are almost horizontal and seem to represent marine stillstands during the late and postglacial eustatic changes of sea level (Fairbridge. 1961) (see Fig. 4). In areas of low sedimentary supply, especially on island shelves, the veneer of Holocene cover may be very slight, or longshore currents may keep them swept clear ("hardgrounds").

## Marine Profile of Equilibrium

The concept of a profile of equilibrium applies well to rivers, where MSL (mean sea level) is the base level. However, the slope of continental shelves is in no sense analogous. Wave motion falls off asymptotically with depth, and a marine profile of equilibrium in loose sediments develops only to a depth of about 20 meters (Fig. 5). This paralic (i.e., nearshore) profile of equilibrium is created by the tendency of waves to push the tractive sand load onshore. A concave sand lens results which is balanced against the leveling effect of gravity.
The surface of the outer shelf is not a profile of equilibrium but rather a relict surface reflecting especially the effect of recently lower sea levels. A deep-water profile of equilibrium, as supposed by Johnson, simply does not exist.
A constructional continental terrace builds up from an active paralic wedge (Fig. 6) the locus of which shifts successively inward and outward across the continental margin as sea level rises and falls eustatically. Slow tectonic subsidence aids the progressive accumulation of such sediments.
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# MIOGEOCLINES (MIOGEOSYNCLINES) IN SPACE AND TIME: A REPLY ${ }^{1}$ 

## ROBERT S. DIETZ ${ }^{2}$

I welcome this opportunity to reply to the discussion by Grant M. Young (this issue) of the paper "Miogeoclines (Miogeosynclines) in Space and Time" (Dietz and Holden, 1966). Hopefully, this exchange of views will bring into sharper focus some of the issues at stake.

Some points which suggest that the Grenville still may be an accretionary belt, in spite of the objection raised by Young, are presented elsewhere (Dietz and Sproll, 1968) and need not be repeated here. Regarding the non-eugeosynclinal lithofacies of many of the Grenvilie rocks, it is well to reemphasize the concept of a continental embankment whereby, after a continental rise completely uplaps a continental slope, major prograding and extension of the continent occur, accompanied by the laying down of a surficial shallow-water bed. The Gulf Coast geosyncline is my type-example of such a dove-tailed sedimentary prism (Dietz, 1963a, 1963b, 1964). Along with many others (e.g., Muhlberger, 1965), I regard this modern, living geosyncline as being laid down on oceanic crust or sima. By analogy, the Grenville belt may simi-

[^6]larly be ensimatic, even though large areas of the sedimentary prism are covered by shallow-water deposits.

It should also be emphasized that in my actualistic concept of geosynclines, mountains, and continent-building, sedimentation of the eugeosynclinal prism in no way triggers orogeny, as is usually supposed. I regard this as an advantage, for it is not at all clear and is never convincingly specified why a geosyncline should slowly subside at a rate of a few hundred meters per million years for a few tens of millions of years (e.g., Kay, 1955) and then suddenly collapse like a beam being compressed within a vise. Instead, I suppose that sedimentation can continue indefinitely until, for some extraneous reason (sea-floor spreading?), decoupling of the continental plate and the ocean floor occurs (Dietz, 1961). Using the topographic contrast of $2 \frac{1}{2}$ miles between the ocean floor and the continental plateau, plus isostatic sinking, a sedimentary prism may be laid down as a continental rise about $40,000-50,000$ feet thick. Initially , this is synclinal in form, but with the prograding of a continental embankment, this syncline becomes flat-bottomed. The subsidence of the miogeosyncline is only active during the initial phase but then becomes isostatically dead. Thus, a long interval of time may ensue between the
laying down of the miogeosyncline and the crumpling of the adjacent eugeosyncline. Perhaps we can explain the Huronian-toGrenville orogenic event in this manner. It may also be that the initial collapse of the presumed continental-rise prism in the Sudbury region was related to the Penokean orogeny $1,600 \mathrm{~m} . \mathrm{y}$. ago (Card, 1964) rather than to the Grenville. Doubtless, the history of the Grenville belt is exceedingly complex; our figure was intended only as a simplified diagram to express a possibly permissible sequence of events.

Young's remark about the North American craton not being able to supply the sediments needed for the Cambrian to midOrdovician Appalachian miogeosyncline is most doubtful, as only a very limited amount of clastics is included in this wedge. The strata are mostly carbonates which were deposited chemically or biochemically directly from seawater. As noted by Pettijohn (1962, fig. 12), paleocurrent indicators reveal that the Weverton, the only true miogeosynclinal formation for which paleocurrent information is available, was derived from the craton. In contrast, the post-midOrdovician mollasse deposits came from Ap-palachia-presumably a peripheral mountain belt and not an offshore land of the Schuchert type. The paleocurrent data, as presently known, seem wholly in accord with my concept.

Detritus accumulated on a continental rise need not be derived from the immediately adjacent craton. We do not necessarily need to appeal to submarine canyons tapping the paralic zone or some other process for carrying detritus orthogonally across a carbonate miogeosynclinal belt. Heezen, Hollister, and Ruddiman (1966) show that much of this accumulation is laid down as redeposited turbidites, which they term "contourites," and is carried long distances more or less parallel to the continental margin. For example, distinctive rosecolored quartz silts, probably derived from Nova Scotia, have been found 1,000 miles south on the eastern flank of the BlakeBahama outer ridge. These silts apparently
were transported in a direction parallel to the contours by the western-boundary undercurrent.

Any statement that no eugeosynclines were laid down ensimatically prior to the Mesozoic strikes me as unwarranted. For example, the crystalline Appalachian eugeosyncline was probably laid down mostly ensimatically off a continental margin (King, 1959, p. 62). Although I do not follow it, many accept the Kay (1951) model for eugeosynclines whereby this sedimentary prism was bounded oceanward by an island arc. Although not very specific, Kay apparently regarded eugeosynclines as ensialic, but, if we examine modern island arcs, they are separated from the mainland by deep basins which are now known to be underlain by oceanic crust. This is true for the Sea of Japan, the Philippine Sea, the Sea of Okhotsk, and the Bering Sea Basin (Menard 1964). Thus, modeled actualistically, the Appalachian eugeosyncline by the Kay model would have been laid down ensimatically. Statements in the literature regarding the ensialic emplacement of eugeosynclines are commonly "ex cathedra," with the details omitted. Generally, the nature of the basement is unexposed and unknown, as is to be expected if the tectonized prism is as thick as the continental plate and the basement is high-density simatic rock.

Greenschist and blueschist facies are common in eugeosynclines which seem to indicate upward tectonic transport after excessively deep burial-as deep as continents are thick. This, in turn, suggests that eugeosynclines encompass the entire continental plate down to the Moho or, in other words, are ensimatic and not ensialic. Continents would seem generally to be composed of accordion-pleated fold belts rather than having a "layer-cake" structure.

It is widely recognized that ancient eugeosynclinal graywackes have sialic provenance; but so do the sediments comprising modern continental rises, for they are derived from the continental block by being flushed down submarine canyons by tur-
bidity currents. This does not mean that continental-rise sediments are ensialic; obviously, the reverse is true: they are ensimatic. The composition of eugeosynclinal graywackes gives no clue as to the underlying basement.

An argument against the presence of an island arc off eastern North America prior to the collapse of the continental rise (by my concept) to form the accretionary fold belt of the crystalline Appalachians is the absence of any volcanic-ash beds (metabentonites) on the North American craton prior to the Middle Ordovician. At least twenty-
seven metabentonite beds are known from the Middle Ordovician, including one with a minimum volume of 24 cubic miles, suggesting that the collapse of the continentalrise prism was accompanied by subaerial volcanism and ash deposition on the old craton (Bowen, 1967). Prior to this initiation of the Appalachian orogeny (sensu lato), no cratonic ash beds appear in the geologic record. This is difficult to understand if an island arc indeed existed off eastern North America, as the associated subaerial volcanoes would have spewed much tephra.
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# Surrey of Ross's Original Deep Seu Sounding Site 

by

## ROBERT S. DIETZ harley J. KNEBEL

Environmental Science Services Administration, Atlantic Oceanographic Laboratories, Miami, Florida

The first successful sounding of the ocean depths was carried out by Sir John Ross in 1840. As a commemorative gesture, in January of 1968 a survey was made over an area of 47 square miles in the vicinity of the Ross site, and soundings were recorded. In this article, the depth recorded during the survey is compared with Ross's original figures.
"On the 3rd of January [1840], in latitude $27^{\circ} 26^{\prime} \mathrm{S}$, longitude $17^{\circ} 29^{\prime} \mathrm{W}$, the weather and all other circumstances being propitious, we succeeded in obtaining soundings with two thousand four hundred and twentyfive fathoms of line, a depression of the bed of the ocean beneath its surface very little short of the elevation of Mount Blanc above it." This laconic statement was made by Captain Sir James C. Ross of HMS Erebus during the British Antarctic Expedition of 1839-1843 (ref. 1).

Although attempts to obtain deep soundings were made in the early $1500 \mathbf{s}^{2}$, apparently none was successful before Ross made this sounding*. Before this time, the oceans

* In 1818 Sir John Ross recovered bottom mud from depths of 1,000 and 1,050 fathoms (ref. 3). Athough this also was a remarkable accomplishment, it cannot be considered an abyssal sounding because the hypsometrlc curve gives a mean depth of 2,655 fathoms for the oceanic basin province in the Atlantic Ocean"
were either regarded as bottomless, or their depths were intuitively estimated. Many scientists argued, for example, that the oceans are as deep as the mountains are high. A more quantitative estimate was made by the astronomer Laplace. Based on a deduced relationship between oceanic depth and tide wave velocity, he placed the abyssal depth at 12 miles.

For the sounding, Ross prepared a line (stranded hemp ?) "three thousand six hundred fathoms, or rather more than four miles in length fitted with swivels to prevent it unlaying in descent, and strong enough to support a weight of seventy-six pounds". The line was wound on a free-spooling reel and a plummet was attached to the outboard end. The apparatus was placed on one of the ship's small boats which was lowered over the side, and the plummet was dropped. While the weight was
descending, oarsmen manoourred the small boat to compensate for currents and windage. Thus the sounding line was kept vertical so that line angle orrors were minimized ${ }^{1,8}$.

Ross identified the bottom by a decrease in tho rate of pay out of line from the free-spooling reel. The velocity of descent was ascertained by noting the time between successive increments ( 100 fathoms) which had previously been marked on the 3,600 fathom line. An abrupt decrease in the rate of pay-out was indicative of bottom contact. This method was necessary because it is not feasible to "feel" bottom at abyssal depths. Maury", who later formalized the rate-of-pay-out technique in his law of plummets descent, was aware that deep undercurrents could induce "swigging forces upon the bight" which could cause a line to run out for ever or, because sounding lines are of finite length, until the end spooled off and disappeared beneath the surface. Thus one could merely have measured the length of a piece of line rather than have determined the depth of the ocean.

We suppose that this is a calligraphic error in transcription, for a poorly handwritton " 5 " may appear to be a " 6 ". There is certainly no justification for unrounding Ross's sounding because of the many inaccuracics involved in obtaining it. Similarly, the error in sounding location inust have resulted from a creeping error in drafting without reference to the original source.
Because literally millions of soundings are now taken each year, it seemed appropriate to us to ask the USC and GSS Discoverer, while en route to Tristan da Cunha, to survey Ross's site as a commemorative gesture. The site is located about 600 miles NNW of Tristan and approximately half-way between the lower halves of South America and Africa.

On January 23, 1968, a brief survey was made over an area of 47 square miles in the vicinity of the Ross site. The survey was laid out in a butterfly pattern (Fig. 1) and was made during the early morning hours between reliable five-point morning and evening star fixes; positions were maintained by dead reckoning. We estimate


Fig. 1. Sonic sounding survey of the area around Sir James Rossis original abyseal sounding.

Ross's sounding is still retained on modern charts (for example, the US Navy Hydrographic Office Chart 5761), but its position has been slightly misplaced and it is given as 2,426 fathoms instead of 2,425 fathoms. Admiral G. S. Ritchie, the British hydrographer, has informed us that the sounding first appeared on Admiralty Chart No. 2203 in 1853 as 2,426 fathoms and has been recorded as such ever since. He stated that no evidence could be found in the records of the Hydrographic Department as to why one fathom had been added to Ross's measurement.
that the survey line positions are accurate to within about one nautical inile. The soundings were recorded on a precision depth recorder timed at 800 fathoms $/ \mathrm{s}$ and were later corrected for salinity and temperature variations in seawater by using appropriate Coast and Geodetic Survey tables.
The relief of the area is bold and rugged; steep, isolated peaks separated by doep, V-shaped depressions are common. The north-western half of the region has a mean depth greater than 2,200 fathoms ( $4,023 \mathrm{~m}$ ); the southeastern half is shallower. The absolute relief observed
along the sounding lines was 404 fathoms. The depth at Ross's sounding site is 2,100 fathoms ( $3,843 \mathrm{~m}$ ) (rounded to the nearest 5 fathoms), or it is 325 fathoms less than Ross's value. The maximum depth (2,400 fathoms; $4,392 \mathrm{~m}$ ) was found in a hole in a broad depression in the north-western sector. This is about 3.5 miles away from the Ross site.
The Ross sounding was taken in the western flank province of the Mid-Atlantic Ridge. In this rugged region of abyssal hills substantial variations in depth occur in small horizontal distances. It would therefore be meaningless to speculate about the true error of the first abyssal sounding, for Ross's position can only have been approximate. None the less, it is interesting to compare the depth that Ross obtained with that which we obtained at his documented position. Ross's measurement of the depth is about 325 fathoms greater than ours. This amounts to an error of about 15 per cent. If, however, we select the maximum depth within the area, then Ross's sounding is only 25 fathoms more than ours and is in error by only 1 per cent.

We cannot determine with any certainty the reason for Ross's sounding being too deep, but two possibilities stand out: either the moment of bottom contact was not immediately recognized, or Ross's position was in error by 5 miles or more.

In the early days of sounding it was customary to use a cannonball as a plummet. Hence, to commemorate Ross's historic accomplishment, a cannonball about three centuries old, which was recovered by divers in the Florida Keys, was put over the side in a token lowering. In re-visiting this site, a hydrographic milestone was recognized and a part of oceanographic history was relived.

We thank Captain T. Treadwell, of the US Navy Oceanographic Office, and Admiral G. S. Ritchie for supplying information from their archives. We thank Captain Lorne Taytor and the officers and crew of the USC and GSS Discoverer, for carrying out the mission, especially Lieutenant Commander G. A. Maul, Lieutenant M. N. Walter, Lieutenant O. Steffin, Ensign P. Hitch and Chief C. Ellis.
Recolved May 24; revised July 22, 1968.
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# MIOGEOCLINES (MIOGEOSYNCLINES IN SPACE AND TIME): A REPLY¹ 

ROBERT S. DIETZ AND WALTER P. SPROLL<br>Institute for Oceanography, ESSA, Miami, Florida 33130

The purpose of a speculative paper such as "Miogeoclines (Miogeosynclines) in Space and Time" (Dietz and Holden, 1966) is to provoke critical appraisal, so we welcome the discussion and comments by P. M. Clifford and J. R. Henderson. A reply to their questions is attempted here.

## IUURONIAN MIOGEOCLINE

Clifford and Henderson reject the Huronian miogeocline concept mainly because an aeon separates the deposition of these rocks from the principal Grenville orogeny. However, if the Grenville Front was the cratonic (continental) edge upon which the Huronian wedge was deposited, we would expect a geologic development as follows: The continent edge would downflex as the ocean floor is loaded by a continental-rise prism. For reasons of isostasy, the continen-tal-rise prism would grow to about 50,000 feet and the continental wedge to about 20,000 feet, judging from modern examples and assuming the continent/ocean relief was then the same as now, or 2.5 miles. This sedimentation would occur rather quickly so that, possibly after something like $200 \mathrm{~m} . \mathrm{y}$., the continental slope would become fully uplapped with the formation of a continental embankment (Dietz, 1964) in place of a continental slope. Additional sedimentation would then simply extend this embankment seaward (as in the Gulf Coast of the United States today). The terrace wedge, our future miogeocline, would become dead without further tendency to subside and accumulate sediment, regardless of the length of the interval between its original deposition and the next accretionary paroxysm which would collapse the continental-rise prism into a eugeosyncline.

[^7]Contrary to the common view, we do not consider that sedimentation per se triggers orogeny. Hence we do not regard the criticism by Clifford and Henderson as especially damaging to the concept of the Huronian sedimentary prism being a miogeocline. It is, of course, possible that we have overstepped in choosing the Huronian sedimentary wedge as a Precambrian example of a miogeocline, but the choice is tempting by its sudden "disappearance," as classically described by Quirke and Collins (1930). Our preferred explanation is, of course, that the "missing half" of the Huronian prism never existed. Instead, the prism was an ensialic continental margin wedge which thickened out-with the Grenville Front being the outcropping trace of an ancient continental slope, a moderately dipping plane. This, in turn, would nicely account for the front being the locus of some thrusting toward the craton and for the abrupt contrast in intensity of metamorphism and style of tectonism across it. It would be reminiscent of the contrast between the crystalline Appalachians and the folded Appalachians across the Blue Ridge line. The front is a most remarkable geologic boundary, as we would expect an ancient continent edge to be, even to the extent of localizing orogeny. In view of such considerations, it seems that the possibility of the Grenville Front marking the ancient continental edge should be kept open.

## CRYSTALLINE APPALACHIANS AND CONTINENTAL ACCRETION

The case for continental accretion, as opposed to the alternate explanation of continental growth by reprocessing in some manner previously existing sial, probably will stand or fall upon the still unresolved question of whether the crystalline Appalachians constitute an accretionary belt. If it
proves to be so, it seems likely (although, of course, not necessarily so) that the Grenville belt may be similarly explained. Clifford and Henderson apparently reject the crystalline Appalachians as being an accretionary fold belt and quote the $1,100-$ m.y. age of the Baltimore gneiss as disproof.

This seems unreasonable to us, as explained elsewhere (Dietz, 1965). One of several possibilities of accommodating Gren-ville-aged rocks (sensu lato) into the Appalachian belt would be by interpreting the Baltimore gneiss as an uplifted portion of the pre-Appalachian continental slope of eastern North America. Modern, and presumably ancient, continental slopes have a declivity of only $3-5$ degrees so that the inner portion of a continental-rise prism (a future eugeosynclinal orogen) is necessarily underlain by sialic rock. However, the Baltimore gneiss domes do seem a little too far distant ( 60 miles) from the Blue Ridge line to be readily accommodated by this interpretation, unless we take into account the great structural complexity of this reentrant in the Appalachian trend, where nothing is known for sure to be in place. Also, continental-slope regions sometimes extend far to sea in the modern world, for example the Blake Plateau.

The crux of the matter seems to be, should we try to accommodate a few anomalies to the concept of continental accretion by lateral growth, or should we discard it and embrace a concept of virtually complete reprocessing of an old continental plate into a new one. We prefer the former approach, until such time as there is more telling data.

## GRENVILLE PROVINCE AND ACCRETION

Clifford and Henderson conclude that the Grenville province cannot be accretionary, based on the discovery by Grant (1964) of rocks of probable Kenoran age immediately across the Grenville Front in one area. This seems to be hardly a critical piece of evidence. For example, if the Grenville Front is not a nearly vertical plane but one gently
inclined to the east as was the former continental slope (as noted earlier), it would not be surprising to find uplifted older rocks along the innter margin of the front.

The critique, however, cites some evidence of metamorphosed Superior province rocks much further within the Grenville province; and apparently this is a common view among Canadian geologists. If such occurrences are found to be common, they would do strong damage to the accretionary concept, but we would prefer delaying any final judgment. Grant (p. 1050) noted that, although commonly claimed, it has not been demonstrated unequivocally that rocks of the Superior province have been metamorphosed during the Grenville orogeny.

If the Grenville province rocks are composed of a collapsed and plutonized eugeosynclinal suite originally laid down as a continental rise of flysch-type rocks or a continental embankment of mixed flysch and terrace wedge rocks, then they were largely derived from the Superior province. They would be sialic and contain much detritus of Kenoran age. With plutonization, some juvenile material would be added. Considering this and numerous other factors, what is the real geologic meaning of age dates as applied to continental accretion?

It has been claimed that the Grenville Front is a major fault with thrusting toward the west or cratonward, or that it is a major metamorphic transition. Most likely it is a combination of the two, but perhaps still more fundamentally it marks the former position of the continental margin. This would nicely account for the abrupt transition in metamorphism and for the localization of thrusting controlled by the plane of the continental slope. If the Grenville sediments are ensimatic, we could understand why they were mobilized and plu-tonized-by their basement eventually becoming a conveyor belt under sea-floor spreading. These features of the proposed geologic evolution are attractive enough to ask that the concept not be dismissed without serious consideration.


Fic. 1.-A diagram to show the elements which are deleted from the classical type of ensialic mioeugeosynclinal couplet to transform it into an ensialic-ensimatic actualistic geosynclinal couplet. The outer half of the miogeosyncline, the tectonic borderland, and the island arc are eliminated; a continental slope is inserted. With the collapse of the continental-rise prism against the wall of the continental slope, continental accretion is effected. A, mio-eugeosynclinal couplet along eastern North America reconstructed as of the mid-Ordovician (after Kay, 1951). B, deleted elements. C, mio-eugeosynclinal couplet according to the actualistic concept of geosynclines (Dietz, 1963) by which the sedimentary prisms shown may bedequated with sedimentary prisms along the modern continental edge of eastern North America.

## CONCLUDING REMARKS

The post-mid-Mesozoic continental-rise prisms are by far the greatest sedimentary deposits on earth today. Where are their ancient equivalents? The present evidence of marine geology strongly suggests that there are no Precambrian deposits in modern deep ocean basins. So where have they gone? Their re-incorporation into the con-
tinental plates offers a reasonable solution to this impasse. This may be accomplished by sea-floor spreading which collapses con-tinental-rise sedimentary prisms into accretionary eugeosynclinal fold belts. But to accomplish this, neither tectogenes nor ensialic marginal geosynclines of the classic description are adequate for the task. The actualistic concept of geosynclines is shown in figure 1 (Dietz, 1963, 1966).
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## Cayar Submarine Canyon


#### Abstract

The characteristics of the Cayar Submarine Canyon off the coast of Senegal suggest that its evolution was controlled by submarine processes. This well-delineated, hitherto-unsurveyed canyon originates near the shoreline ( 10 to 20 m deep) on the upcurrent side of the Cape Verde peninsula and extends downslope to the oceanic basin. Its channel remains a prominent feature at $1800 \mathrm{fm}(3294 \mathrm{~m})$; its maximum width is 5 nautical miles $(9 \mathrm{~km})$.

The Cayar Canyon confirms the conditions which attend the development of canyons upcurrent from headlands: a supply of sediment available at the canyon head, a steep nearshore gradient, and a decrease in longshore current transport. The conspicuous absence of fluvial influence and the apparent lack of direct tectonic involvement in recent geologic time suggest that the canyon was developed by the movement of sediment downslope in response to a localized over-accumulation of continental detritus. This canyon is probably second only to the Congo Canyon in geologic importance around Africa.


## INTRODUCTION

Early in 1968 one of the world's most prominent and well-delineated submarine canyons was surveyed just offshore from the fishing village of Cayar, Senegal, along the northwestern coast of Africa. Prior to this time only its extreme nearshore part had been sounded. This paper discusses the environment, bathymetry, and development of this canyon. The Cayar Canyon is of major importance for the entrapment of nearshore sediments and for funnelling them to the oceanic basin. It taps the paralic zone at the southern end of a coastal bight which extends 400 nautical miles ( 740 km ) northward to Cape Blanc.
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## GEOLOGY AND ENVIRONMENT

## Regional Setting

In the area of the Cayar Canyon, the continental shelf is about 10 nautical miles ( 18 km ) wide and the shelf break occurs at 50 to 60 fm ( 90 to 110 m ). Toward the north the shelf widens (Fig. 1) and the depth at the shelf break increases to 70 to 80 fm . At the northern end of the bight the shelf extends offshore for more than 60 nautical miles ( 111 km ).
Changes in the continental slope along this section of the coast are not pronounced; its width remains constant and a gradient of $2^{\circ} 00^{\prime}$ is maintained. At least two smaller submarine canyons incise the slope between $17^{\circ}$ and $18^{\circ} \mathrm{N}$. latitude. These canyons have not been surveyed, and their shoreward limits are unknown.
The Senegal River is the only major waterway which contributes sediments to this part of the coast. This river, which is 913 nautical miles ( 1690 km ) long, intersects the shoreline


Figure 1. Geology and environmental conditions along the coast of Senegal north of the canyon area. Areal and subsurface geology obtained from Bureau de Recherches Géologiques et Minières (1960) and Spengler and others (1966), respectively. Offshore data from the U.S. Naval Oceanographic Office (1963) and the U.S. Navy Hydrographic Office (1943).

68 nautical miles ( 126 km ) north of the canyon area. There its mouth is obscured by'a narrow, southward-projecting spit (Fig. 1).
The sea and swell in this region are predominantly from the north. Only slight
changes in wave type and direction are observed throughout the year (U.S. Naval Oceanographic Office, 1963). The winds, however, are more capricious. Along the coast, the wind direction varies from northeast to north-
west. Inland, local variations and a moderate summer reversal preclude the establishment of a prevailing wind direction (Services Météorologiques De La France d'Outre-Mer, 1964).

## Geologic Setting

The present shape of the Cape Verde peninsula is that of a tombolo, but its origin is more complex than this form suggests. From Late Cretaceous to middle Tertiary time, vertically acting forces produced the peninsula by undulating and fracturing a part of the seaward edge of the Mesozoic sedimentary basin that underlies most of western Senegal. This area was subsequently intruded, and volcanic rocks were extruded at several locations. As a result of this tectonic activity, Tertiary sedimentary and volcanic rocks underlie the surficial sands over much of the peninsula and Cretaceous sediments are exposed farther inland (Spengler and others, 1966) (Fig. 1).

Along the coast the bedrock is obscured by a cover of semiconsolidated detritus. This zone, which is about 57 miles ( 92 km ) wide, is characterized by enormous Pleistocene sand ridges with smaller, present-day, longitudinal dunes in the interridge areas. Both the ridges and dunes are oriented in a northeast-southwest direction (Elouard, 1966). This belt parallels the shoreline in Senegal and extends northward into western Mauritania where it becomes a part of the Sahara Desert (Fig. 1).

There is no indication that there has been any direct fluvial influence in the Cayar region during recent geologic time. The uninterrupted cover of continental sediments which encompass the lower Senegal valley suggests that the course of the river has not changed significantly since Miocene time (Fig. 1). In addition, local fluvial involvement was probably limited by the coastal relief that was produced during the formation of the Cape Verde peninsula.

Finally, there is a marked difference in the size of the beach on either side of the canyon. Immediately south of its head (for approximately 1 km ) the beach is practically nonexistent. Farther down coast, the beach zone widens but remains conspicuously irregular (Fig. 2).

## SURVEY RESULTS

## Methods

Fathograms from 650 nautical miles (1203 km ) of trackline were obtained from aboard the

USC\&GSS Discoverer during February and March 1968. A Precision Depth Recorder coupled with an EDO transducer was used throughout the survey. The sound velocity was assumed to be $800 \mathrm{fm} / \mathrm{sec}(1463 \mathrm{~m} / \mathrm{sec})$, and the soundings were not corrected for velocity variations in the water column.

Two types of navigational control were used to position the sounding lines. Near shore, the fixes were established by visual sightings and radar bearings. Farther offshore, positions were maintained by dead reckoning with respect to land ties and celestial fixes, and a constant drift set was assumed. Positional accuracy for the nearshore area is probably within 1 nautical mile; offshore, the accuracy is slightly less.

## Bathymetry

The Cayar Canyon originates just offshore ( 10 to 20 m deep) from a distinct coastal inflection approximately 26 nautical miles ( 48 km ) northeast of the terminus of the Cape Verde peninsula and then proceeds toward the northwest across the continental shelf (Fig. 1). In this segment, the canyon is precipitous and symmetrical and has a gradient of $2^{\circ} 09^{\prime}$. At the shelf break its width and relief are 3 nautical miles ( 6 km ) and $380 \mathrm{fm}(695 \mathrm{~m})$. One small tributary valley enters the canyon from the north about halfway across the shelf (Figs. 3, 4).

Below the shelf, the canyon turns toward the north and cuts orthogonally down the continental slope to about $1100 \mathrm{fm}(2013 \mathrm{~m})$. There the thalweg again turns westward. The average gradient in this section is less than $1^{\circ} 00^{\prime}$, despite the steep inclination of the canyon in the upper reaches of the continental slope. There is also a decrease in relief. In the lower slope, the depth to the valley floor is less than $150 \mathrm{fm}(275 \mathrm{~m})$. Along this stretch of the canyon the maximum width occurs at the confluence of several tributary valleys which enter from the north at $15^{\circ} 17^{\prime}$ N., $17^{\circ} 54^{\prime} \mathrm{W}$. Several other secondary valleys dissect the northern wall as well. The southern wall, on the other hand, is conspicuously uninterrupted (Figs. $3,4)$.

Beyond the continental slope, the canyon maintains its westward trend and the gradient and relief continue to decrease. At the seaward edge of the survey area the axis is evident, but the walls are poorly defined due to the development of distributary channels. The re-


Figure 2. Environmental conditions and change in longshore-current transport near the head of the canyon. Diagrammatic reproduction of an aerial photograph taken over Cayar, Senegal, showing wave and beach conditions and the decrease in longshore transport rate. See text for explanation of symbols.
sulting trough is more than 7 nautical miles ( 13 km ) wide. Well-developed, leveed banks border the canyon in this area (Figs. 3, 4).

## DISCUSSION

The development of a submarine canyon is generally attributed to one or more of the following processes: subacrial erosion, faulting, mass movement of sediments, or turbidity currents. For the Cayar Canyon, the absence of fluvial involvement during recent geologic time eliminates subaerial erosion as an originative or developmental process. Furthermore, the apparent restriction of diastrophic activity
to the Cape Verde peninsula and the lack of proximal tectonic lineaments suggest that crustal deformation per se did not create the canyon. It is not improbable, however, that the course of the canyon was initiated or modified by tectonism. But, as a developmental process, faulting appears to have played a secondary role.
The most conspicuous geographic feature of the Cayar Canyon is that it occurs on the upcurrent side of a point of land. This position is not unique, for at least ten other submarine canyons are known to have this same relation with points (Shepard and Dill, 1966, p. 344-


351). Several of these were included in a study by Crowell (1952) of the submarine canyons bordering central and southern California. For this section of the California coast, he found empirically that a source of sediment and a steep nearshore gradient were fundamental to canyon development. He stated that if these primary conditions have been present, canyons are found where sediment accumulates due to a decrease in the transportability of longshore currents.
These three conditions seem to be satisfied for the Cayar Canyon. The elongate zone of mobile detritus (Fig. 1) and the extensive beach area north of Cayar (Fig. 2) show that an ample supply of sediment is available along the coast. Furthermore, the northeast-southwest orientation of the longitudinal dune ridges and the northwest to northeast winds along the coast indicate that there is a net southwesterly movement of this sediment toward the head of the canyon. Petrographic evidence for this direction of sediment movement has been presented by Tourenq (1964). In addition to eolian transport, the Senegal River undoubtedly contributes some sediment as well. Its effect is restricted, however, by estuarine and climatic restraints.
Near the head of the canyon the submarine gradient is, indeed, steep. Here the declivity of the continental shelf is three times greater and its width is four times less than the world-wide average. In the Cayar region, the continental margin is constricted more than at any other place along the coastal bight.

Finally, it can be shown that there is a decrease in the transport rate of longshore currents in the vicinity of the Cayar Canyon. This decrease is due primarily to the coastal configuration, since there is very little change in either wave type or direction throughout the year and the nearshore submarine topography appears to be uniform. The differential wave refraction in this area is shown in Figure 2. North of Cayar the waves are greatly refracted and a strong southerly current is indicated. To the south, the wave orthogonals are almost normal to the coast and the longshore component is evidently very weak.

The decrease in transport rate can be shown quantitatively as well. For a given deep-water wave condition, the dynamic transport rate should be proportional to $1 / 2 \sin \alpha_{\mathrm{d}} \cos \alpha$, where $\alpha_{d}$ is the angle that deep-water waves make with the beach and $\alpha$ is the corresponding shallow-water angle (Inman and Bagnold, 1963,
p. 547-549). Four points were selected along the coast near the head of the canyon, and this variable was computed (Fig. 2). The valucs obtained indicate that the transport rate north of the canyon is several times greater than that to the south of it.

In addition to these fundamental conditions, the following points seem pertinent:
(1) The noticeable change in the size of the beach down coast shows that there is an appreciable loss of sediment from the paralic zone near the head of the canyon.
(2) The preferential development of tributaries along the northern wall indicates that their occurrence is not fortuitous and that they are probably due to the influx of clastics from the north.
(3) The nearshore divergence of waves over the canyon (Fig. 2) provides a quiescent depositional environment and an effective route for the offshore transport of sediment.
(4) The leveed banks in the lower reaches suggest that currents within the canyon are occasionally large enough to overflow the channel and to deposit detritus on the rim.
(5) The presence of the head of the canyon near sea level is indicative that the canyon is being cut by contemporary submarine processes that have kept pace with the postglacial rise in sea level.
(6) Evidence of turbidity currents causing cable breaks has been found in this area (Heezen, 1956).

## SUMMARY AND CONCLUSIONS

The absence of direct fluvial and tectonic involvement during recent geologic time indicates that the evolution of the Cayar Canyon was controlled by submarine processes. Faulting may have determined the course of the canyon, but, as a genetic process, it appears to have been unimportant. The environmental conditions in this area are similar to those that have attended the development of canyons upcurrent from headlands off the coast of California: a supply of sediment available at the head of the canyon, a steep, nearshore gradient, and a decrease in the transport rate of longshore currents. These conditions favor both the mass movement of sediment and turbidity currents.

The influx of sediment into the canyon is evident from the decrease in the size of the beach near its head and from the dissection of the northern wall by numerous tributaries. The nearshore divergence of waves facilitates
deposition within the canyon. Apparently, sediments accumulate in the headward region until they become unstable; then they move seaward. Movement of detritus down the canyon is indicated by leveed banks and historical turbidity currents.

The head of the canyon has been maintained near sea level by erosion, and it now taps the paralic zone. The dimensions and environment
of the canyon suggest that the rate of sedimentary entrapment is considerably more than the estimate of $400,000 \mathrm{~m}^{3} / \mathrm{yr}$ made by Varlet (1958) for the Trou Sans Fond Submarine Canyon which occurs just offshore from Abidjan, Ivory Coast. The Cayar Canyon, therefore, is probably second only to the Congo Canyon (Heezen and others, 1964) in geologic importance around Africa.
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# Geology of De Soto Canyon 

R. N. Harbison<br>Atlantic Oceanographic Laboralories, ESSA, Miami, Florida 33130


#### Abstract

De Soto canyon is a curious S -shaped submarine canyon approximately 100 km southsouthwest of Pensacola, Florida. Seismic reflection profiling shows that an east-west partially buried shoreline, the influence of at least five salt domes, and erosional and depositional structures are responsible for the peculiar shape of the canyon. The northern bank of the east-west part of De Soto canyon is underlain by what is interpreted as an old shoreline. The north-south-trending part of the canyon is formed by an erosional slope on the east and a depositional slope on the west. Erosion of the east bank and the transgression of the west bank has shifted the canyon bottom to the east. The southern part of the canyon trends southwest because of a subsurface structure, possibly a salt ridge. There is a sediment dam across the southern end of De Soto canyon causing a small basin ( 43 meters deep) to the north.


## Introduction

De Soto canyon is located approximately 100 km south-southeast of Pensacola, Florida (Figure 1). A bathymetric map of the area shows the unusual S shape (Figure 2).

A reconnaissance seismic-reflection-profile study was initiated in 1963 to determine whether De Soto canyon was structural or erosional in origin. This 1000 -joule-arcer study conducted aboard the U.S. Coast and Geodetic Survey ship Hydrographer showed shallow faulting, an apparent domal closure, and erosional and depositional features.

In 1965 a more detailed seismic reflection study (Figure 1) was made in the area from the Hydrographer using the earlier reconnaissance results as a guide for track line locations. A 3000 -joule arcer supplied a broad-band energy spectrum whose characteristic output was concentrated between 150 and 300 hertz. The hydrophone array was 3.7 meters long and consisted of ten variable inductance phones. Reflected returns were not filtered. Loran A was used for navigation control. The profiles from the 1965 survey will be illustrated in this paper because they are better and because the track lines were more strategically oriented than during the 1963 reconnaissance study.

## General Morphology of De Soto Canyon

De Soto canyon (Figure 1) is situated in the northeast 'corner' of the Gulf of Mexico, where the regional trend of peninsular Florida joins the regional east-west trend of the Gulf Coast.

Unlike most submarine canyons, De Soto canyon has a comparatively gentle gradient, is S-shaped, and has a closed bathymetric low in the southern part (Figure 2).
Northern De Soto canyon trends in an eastwest direction for 11 km and has approximately 250 meters of relief. The slope of the north and south wall of this portion is about $9^{\circ}$.

The north-south-trending part of De Soto canyon is 17 km long and has a gradient of only $0^{\circ} 15^{\prime}$. The eastern slope is $21 / 2^{\circ}$, and the western slope is only $1^{\circ}$.
Southern De Soto canyon trends southwesterly and contains a basin 13 km long and 43 meters in relief. The east and west slopes of this basin are approximately $8^{\circ}$.
Strata are labeled groups A, B, C, D, and E on the seismic reflection profiles for identification. Strata of groups A, B, and C are separated by unconformities visible on the profiles in sevcral locations within the study area.

## Domes

Five domes were determined from at least two intersecting cross lines. Six other possible domes were observed by single crossings in the De Soto canyon area. Two domal features were also profiled by a reconnaissance line west of the canyon (Figure 1). Anomalous dip, apparent closure, shallow faulting, and collapse structures, which are commonly associated with salt domes in the Gulf Coast, are also associated with the domes and possible domes in the De Soto canyon area.


Fig. 1. Track line map showing location of domes, possible domes, and profiles $\mathrm{AA}^{\prime}$ through $\mathrm{MM}^{\prime}$.

An unusual sea-floor high is present above dome 1 (profile DD', Figures 3 and 4). Although this high resembles a side echo on two seismic reflection profiles, fathograms taken simultaneously with the seismic profiles show that $75 \%$ of the sea-floor return is blocked out beneath this high, indicating that it is a true topographic
feature. A 'cartwheel' of four seismic reflection profiles shows that the feature is at least 400 meters wide and 60 meters high.

Group E strata may outcrop as a gentle knoll over dome 1 (Figure 4). A fathogram taken simultaneously with this seismic profile shows a side echo at 0.05 second below the sea floor


Fig. 2. Bathymetric map of De Soto canyon contoured in meters (made from original chart by Jordan [1951]).

just northwest of the knoll. Computations show that this side echo probably comes from a topographic high about 250 meters away, at right angles to profile $E E^{\prime}$. The author believes this topographic high may be a cuesta of group E or possibly group D strata which outcrops on the northwest quarter of dome 1 and is probably part of the topographic high previously discussed. Group D strata were possibly truncated by the erosion cycle that occurred after group B strata were deposited.

Domes 2 (Figure 4), 3 (Figure 5), 4 (Figure 6), and 7 (Figure 10) have collapse structures over their centers with associated faulting that extends up to the sea floor. The faults through strata of groups E, D, C, B, and A suggest that growth and collapse of the domes are continuing phenomena.
Domal features in the De Soto canyon area are interpreted as salt domes because of their size, shape, fault characteristics, and the collapse structures over their centers. Their frequency of occurrence and their geographical proximity to known salt domes and salt trends to the west and northwest further support this deduction. Antoine [1965] and Antoine et al. [1967] reported a salt dome in the De Soto canyon area. Marsh [1967] presented geophysical and geological evidence for the presence of deep-lying salt deposits extending from the Mississippi interior salt dome basin through southern Alabama, the Florida panhandle, and into De Soto canyon.

Magnetic studies by Heirtzler et al. [1966] combined with refraction studies by Antoine and Harding [1965] further suggest that a northeast-southwest-trending sediment trough extends from Apalachicola through the general area of De Soto canyon. This trough extending into the Gulf of Mexico would favor the accumulation of salt.
Collapse features over the domes and possible domes in the De Soto canyon area are common over known salt structures in the Gulf Coast and may be due to removal of salt by solution or localized isostatic adjustment.

## East-West Erosional Slope

One of the most interesting features in the De Soto canyon area is a partially buried east-west-trending erosional slope, which is best illustrated in northern De Soto canyon. This
uncomformable surface has a southerly dip varying from $9^{\circ}$ to less than $2^{\circ}$. The erosional slope is interpreted to extend 74 km along $29^{\circ} 27^{\prime} \mathrm{N}$ and $29^{\circ} 28^{\prime} \mathrm{N}$ across the area of the track line coverage (Figure 1) and possibly further.
A north-south profile (profile AA', Figure 8) shows a $9^{\circ}$ erosional slope in group D strata that is unconformably covered by group A strata. Group E strata appear to die out south of the slope, possibly because of erosion or local faulting associated with dome 3 . This crossing is on the northern slope of the canyon but shows part of the slumped sediments within the canyon as well.

More than half of group D strata have been removed on the east-west slope between domes 1 and 2 (profile $E E^{\prime}$, Figure 4). Groups A, B, and $C$ have been unconformably deposited with a slight north dip against the erosional slope in group D strata. No faulting is associated with the slope, as indicated by continuous group E strata.
Profile $\mathrm{BB}^{\prime}$ (Figure 9) and profile CC (Figure 10) show group $C$ strata built out on what may be the east-west slope eroded into group D strata. Group D reflectors show no changes of dip or thickness as they disappear beneath sloping group C strata. The author believes that the erosional slope in group D strata is present in profiles $\mathrm{BB}^{\prime}$ and $\mathrm{CC}^{\prime}$ because of its presence on all the other profiles to the west, and group D strata show no signs of pinching out. Older group C strata are built out as foreset beds over the slope, suggesting a shallow-water environment. Younger group C strata thicken to the south, where they provide two to three strong reflectors on the east side of the canyon.

Fig. 5. (Opposite) Profile $\mathrm{FF}^{\prime}$ is an approximately east-west profile through dome 3 showing collapse of strata above the dome.

Fig. 6. (Opposite) East-west profile $\mathrm{GG}^{\prime}$ crosses the north-south-trending part of De Soto canyon. Weak reflectors are inked in on pussible dome 10 and the western slope of dome 4 . The eastern canyon slope is formed by erosion, and the western slope is made up of eastward prograding strata.
Fig. 7. (Opposite) Profile HH' is an approximately north-south profile through dome 5. A graben extends above the dome into the vicinity of the sea floor. The east-west slope eroded into group D strata is present just north of dome 5 .



 west shoreline.

Fig. 10. Profile $\mathrm{CC}^{\prime}$ is a north-south profile across the east-west shoreline on the eastern strata appear to have been built out as foreset beds, suggesting a near-shore environment.

In profiles $\mathrm{BB}^{\prime}$ and $\mathrm{CC}^{\prime}$, group B strata dip more gently and are thinner and more evenly stratified than the sloping group $C$ strata against which they terminate unconformably. The distribution of group B strata suggests a slow deposition in deeper water. Group B thickens to the south and becomes acoustically transparent strata with no strong individual reflectors. Erosion apparently occurred after deposition of group B strata, removing all group B strata and much of the group C strata north of the slope. The erosion and reworking of group C strata north of dome 1 prevent positive correlation of these strata along the east-west profile north of $29^{\circ} 30 \mathrm{~N}$. Group E strata are continuous beneath the eroded slope, indicating that the slope is not a fault scarp.
Profile $\mathrm{HH}^{\prime}$ (Figure 7) shows the slope eroded into group D strata extending from the 0.8 -second time mark in the north southward down to 1.0 second in the south near the center of dome 5. Strata interpreted as groups B and C reverse their dip and terminate dipping northward against eroded slope. Some slumping of these north-dipping strata may have occurred along their contact with the erosional slope, perhaps owing to sediment collapse over dome 5 .
The cycle of erosion that occurred after deposition of group B strata formed an east-westtrending channel from 2000 to 3000 meters wide and from 180 to 300 meters deep. The channel extended 24 km west of the south flank of dome 1. Re-exposed group D strata along the old erosional slope formed the channel's north slope, and newly eroded strata of groups B and C formed the south slope. The general southtrending De Soto canyon joined the channel approximately between dome 3 and possible dome 9. Deposition of group A sediments buried all topographic expression of the channel except the portion that forms the presentday east-west-trending northern De Soto Canyon.

## North-South De Soto Canyon

Major faulting is not apparent parallel with the north-south axis of De Soto canyon. Profile KK' (Figure 12) trends approximately eastwest between the southern flank of dome 1 and the southern flank of dome 5. Group E strata are unbroken, which indicates that there are no
north-south-trending faults through northern De Soto canyon.

Profile $\mathrm{GG}^{\prime}$ (Figure 6) and profile $\mathrm{JJ}^{\prime}$ (Figure 12) are two approximately east-west profiles. The erosion cycle that removed groups B and C strata from the east-west-trending erosional slope also removed these same strata from the north-south part of the canyon. Erosion continued to wear away the eastern slope of the canyon but ceased on the western slope as sediments from the north and west were built out in an eastwardly direction and buried the old western slope. This combination of erosion and deposition shifted the canyon eastward more rapidly in the south than in the north, therefore changing its channel from its northeastsouthwest trend to its present north-south trend. A thin layer of group A sediments was deposited on the eroded eastern slope of the canyon, which indicates that the eastward erosion has ceased in this part of the canyon. Apparent slumping of group A sediments on the western slope near the center of the canyon is continuous in the north-south canyon and causes irregularities and small closures that appear on the bathymetric chart (Figure 2).
Correlation of groups B and C across the canyon in this general north-south portion is tenuous. Strata of groups B and C were eroded and covered by younger strata near present canyon slopes. Correlation was made mainly by projecting the identifiable group $C$ strata from the east side to the west side of the canyon. The younger sediments on the west slope, possibly from the Mississippi River, cause the loss of character of the reflectors below. South of $29^{\circ} 27^{\prime} \mathrm{N}$ only the upper limits of group A and group E can be traced continuously from the east to the west side of the canyon (Figure 11, Profile $\mathrm{KK}^{\prime}$ ).

## Northeast-Southwest De Soto Canyon

The northeast-southwest part of De Soto canyon is approximately 13 km long and contains a bathymetric low with 43 meters of closure. Profile LL' (Figure 13) crosses the deepest part of the basin and illustrates that the northeast-southwest-trending canyon has been shifted about eastward of its original position. This eastward movement has been the result of erosion of the east slope and the prograding of sediments eastward along the western slope.


The prograding sediments partially covered the original eastern slope. Although the geological listory is similar to the north-south portion of De Soto canyon, group A strata do not cover the bottom half of the present erosional eastern slope of the canyon. This lack of group A sediments is recorded along a section at least 7.5 km long, suggesting that the eastern slope of the canyon is presently being eroded.

Prograding sediments from the north and west have built the western slope of De Soto canyon completely out over the eroded east slope and have formed a sediment dam 96 meters high across the southwest end of the canyon (profile $\mathrm{MM}^{\prime}$, Figure 14). Possible dome 12 is a gentle, closed subsurface high on the western side of the canyon, which may have contributed to the building of the 'dam' by structurally raising the strata during their deposition.
The northeast-southwest orientation of the closed low that forms southern De Soto canyon is apparently due to a gentle subsurface high or ridge extending southwestward from dome 4 to possible dome 13 (Figure 1). This gentle high may be caused by a salt ridge that has pushed up sediments above it. The subsurface high can be seen under the buried east slope of the canyon in Figure 14.

Water circulation studies at various depths have been made in the De Soto canyon area [Gaul, 1966]. One station, located at $29^{\circ} 10^{\prime} \mathrm{N}$ and $86^{\circ} 52.5 \mathrm{~W}$, approximately 17 km southeast of the closed low, appeared to be the center of a current eddy. This eddy had an apparent radius of 100 km , and its direction varied from cyclonic to anticyclonic. At other times it did not exist. The flow measured from less than 0.01 to $0.3 \mathrm{~m} / \mathrm{sec}$, the latter value being in an easterly direction. Indications from these surveys are that quasi-steady currents, surface and subsurface, tend to align themselves with the bathymetric contours. The northeast-southwesttrending part of De Soto canyon is located where projections of regional bathymetric contours are perpendicular, possibly creating anomalous currents capable of erosion. The tectonic activity of domes in the area has influenced the morphology of the sea floor and, therefore, have probably influenced the direction of the currents.

## Summary

De Soto canyon is a topographic feature shaped by erosion, deposition, and structural highs associated with at least five domes. These domes are interpreted as salt domes which were probably tectonically active during several cycles of erosion and deposition. Seismic reflection data indicate that the canyon has not been formed as the direct result of major faulting.

An east-west slope is interpreted as having been eroded into group D strata by a northward transgressing sea along $29^{\circ} 27^{\prime} \mathrm{N}$ and $29^{\circ} 28^{\prime} \mathrm{N}$ within the limits of track line coverage. The transgressing sea apparently removed at least one-half of group D strata south of the slope. As sea level rose, group C strata were draped over the eroded slope first as foreset type beds and later as continuous beds that thickened to the south. Following this, a possibly higher sea deposited relatively flat, evenly bedded strata (group B) over the draped group C strata and completely buried the topographic expression of the erosional slope.
A period of erosion followed the deposition of group B strata, possibly caused by a drop in sea level or the presence of water currents capable of erosion. Most of group C strata and all of group B strata were removed north of the erosional slope in group D strata. An east-west channel was formed from south of dome 1 westward to within 14 km of dome 5 by the removal of strata of groups $B$ and $C$ along the east-west erosional slope in group D strata. The group D strata were re-exposed and formed the north slope of the east-west channel, while groups B and C strata formed the south slope. Another channel was cut through strata of groups B and C from the re-exposed east-west slope between dome 3 and possible dome 9 southwestwardly to the southern limit of the study area. De Soto canyon had an approximate T shape instead of its present $S$ shape. Erosion of strata of groups B and C continued on the east slope of the general northeast-southwesttrending canyon during the same time period that the west slope was formed by eastwardprograding sediments. This process of eastward erosion of the east bank and the eastward prograding of sediments from the west bank shifted the channel eastward. The eastward migration of the channel proceeded faster in
R. N. HARBISON

Fig. 13. East-west profile $\mathrm{LL}^{\prime}$ crosses the closed bathymetric low in southern De Soto canyon. The lower half of the eastern slope is not covered by group A sediments, suggesting that this closed bathymetric low may be the only area in the canyon now being eroded.

Fig. 14. Approximately east-west-trending profile $\mathrm{MM}^{\prime}$ crosses the area just south of the closed low in southern De Soto canyon. Eastward prograding sediments have completely buried the eroded eastern slope, causing the bathymetric closure to the north. Weak reflector over possible dome 12 is inked in.
the south than in the north, causing the channel to change from its previous northeastsouthwest trend to its present general northsouth orientation, except in southern De Soto canyon.

Southern De Soto canyon trends northeastsouthwest because of the influence of a gentle subsurface structural high extending from dome 4 southwestward to possible dome 13. This part of De Soto canyon contains a closed low with 43 metcrs of relief. The northern limits of the closed low were formed by possible dome 10 and the southern end by a wedge of sediments. These sediments were possibly transported from the west and north and built out eastwardly, completely covering the erosional eastern slope of the canyon. The eastern slope within the closed low is the only area in De Soto canyon that is presently being eroded. Group A strata have bcen deposited on all the other eroded surfaces of groups A and B. The old east-west erosional channel was buried by group A strata, except for the portion that forms the present east-west De Soto canyon.
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## FOREWORD

The time series of observations contained in this report was obtained as part of the Land and Sea Interaction Laboratory's continuing program of documenting interaction in the beach-ocean-atmosphere system. The Laboratory seeks on the one hand to develop valid predictor equations for use in beach forecast systems and on the other to understand the mechanisms underlying various "process-response" relationships in the beach environment. Comprehensive time series from various natural beaches offer means to these ends. Those published here also will allow other researchers to test hypotheses or to experiment with analytical procedures without going through the expensive and somewhat arduous task of obtaining the data.

This report is the first of a continuing series of publications concerning LASIL's documentation of interactions in various nearshore environments.

## ABSTRACT

A continuous, 26 -day series of measurements of the following variables was made at Virginia Beach, Virginia, during August and September, 1966: depth of the water table in the foreshore, altitude of the foreshore surface (at 16 stations), tidal elevation, angle between breaker crest and shoreline, height of breaking waves, period of breaking waves, rainfall, radiant energy balance over water, water temperature, air temperature, wind speed, wind direction, velocity of longshore current, position of the top of the uprush, position of the inshore margin of the breaker zone, and the height and period of significant waves 240 m offshore. Water and sand samples were also collected. Additional measurements derived from the samples or field data consisted of : significant breaker height, foreshore slope, quantity of foreshore sand eroded or deposited in one tidal cycle, mean time for sand samples to fall 1.0 m in fresh water, nominal grain diameter and sorting coefficient of foreshore samples, length of unsaturated foreshore surface from outcrop of water table to swash reach, length of saturated foreshore surface from water table outcrop to trough in front of breaking wave, elevation of water table outcrop above trough level at breaking, rate of rise or fall of the tidal plane, density of the sea water, and relative density of midforeshore sand grains.

Most of the variables were measured every 4 hr ; a few were measured every 6.25 hr , at times of high or low water, and three variables were measured continuously. Plots of the variables were prepared, smooth curves drawn, and the curves digitized using l-hr interval. A listing of the basic time series is presented, together with details of measurement techniques, analytical procedures, and operational definitions for each variable.

A second listing of the data is included, consisting of dimensionless variables derived from the basic time series and used for the study of changes in the quantity of sand on the foreshore over a single tidal cycle, where the change in foreshore volume is expressed as a function of nine independent variables distributed over nine possible lag periods. Nine precision charts of the nearshore bottom topography, indicating the character of the bottom beyond the breakers during the study period are also presented.
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## 1. INTRODUCTION

A time series is a set of observations taken at specified times, usually at equal intervals. The purpose of this study was to obtain a comprehensive time series from an ocean beach for use in the investigation of a number of "process-response" relationships in the beach-ocean-atmosphere system. Among the specific relationships to be investigated were the following:

1) the response of the foreshore to waves, tides, currents, and the movement of groundwater through the foreshore face,
2) the response of the groundwater table to waves and tides,
3) the dependency of the velocity of the longshore current on changes in foreshore slope and on wave characteristics, and
4) the response of nearshore water temperature to the local balance of radiant energy and to local winds.

The set of observations actually obtained permits analysis of many more relationships than those mentioned above. All the measurements are published here. Their ready availability will provide raw material for those involved with time-series and multivariate analysis of natural phenomena, as well as supply new data to those concerned with specific mechanisms in the beach-ocean-atmosphere system.

A 26-day time series from an oceanic beach is, of course, in itself but a sample of a nearly infinite series into which all possible combinations of all the variables measured could enter. So also is the environment of Virginia Beach but a sample of a very large population of possible beach environments. Analyses of the measurements presented in this report will be limited in their application to beaches similar, in composition and geometry, to the one investigated, and to beaches which undergo forces of similar frequency, duration, and magnitude.

The data of this time series were collected at Virginia Beach, Virginia, from two locations south of Cape Henry (fig. 1A). Variables were measured at a fishing pier at 15 th Street (fig. 1C), and at a beach (fig. 1C) about 2800 m south of the pier. Bétween the pier and the beach is a relatively small controlled inlet. Its influence on the adjacent beaches is confined to a zone only 150 to 300 m to either side of its mouth, however, as shown by Harrison, Krumbein, and Wilson (1964).

Surveys (U.S. Congress, 1953, p. 13) by the U.S. Army Corps of Engineers show that beach slopes in the foreshore area range from about $1: 17$ to $1: 28$, while slopes between roughly the 3 - and $6-\mathrm{m}$ contours range between $1: 50$ and 1:60. An earlier study of profile modifications at the beach has been presented by Harrison and Wagner (1964), along with several maps of the nearshore bottom that show bar-trough rhythms.

The nature of the nearshore bottom topography was documented during the present study by use of the Sears Sea Sled (Kolessar and Reynolds, 1966, p. 47) and precision leveling techniques. Nine bathymetric maps (plates A - I, following the "References") were constructed from the sled data. The contours are accurate to about $\pm 0.1 \mathrm{ft}(0.03 \mathrm{~m})$.

Physical and dynamic properties of 219 sand samples from the area were studied by Harrison and Morales-Alamo (1964), and the averages of several properties for various dynamic zones of the beach are summarized in table 1.

Table 1. - Physical and Dynamic Properties of Foreshore Sands

| Zone | Mean grain size in mm |  | Sorting Coefficient$S_{o}=\frac{P 80-P 20}{P 50}$ | Reynolds <br> Number ${ }^{\dagger}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Nominal } \\ \text { dia. } \end{gathered}$ | 隹 |  |  |
|  |  | dia.* |  |  |
|  |  |  |  |  |
| Shoaling-wave | 0.25 | 0.22 | 0.70 | 4.8 |
| Breaking-wave | 0.30 | 0.27 | 0.70 | 8.1 |
| Swash | 0.28 | 0.25 | 0.55 | 6.2 |
| Swash-berm | 0.37 | 0.33 | 0.54 | 12.0 |

*Converted from nominal diameter (Inter-Agency Comm. Water Res., 1957, fig. 5).
tBased on fall velocity under average sea-water conditions and nominal diameter.

Sand samples with values for mean grain size approximating the above average values exhibit about 10 percent (by number) of heavy minerals and 2 percent or less of rock or shell fragments. Thus, the beach is composed largely of medium to fine quartz sand. Small samples of the average sized sand of the beach exhibit relatively low Reynolds numbers under average temperature and salinity conditions of the sea water.

Tides at Virginia Beach are of the semidiurnal (equal) type and have a mean range of 0.9 m with a spring range of 1.1 m . Tidal currents in the study area are dominated by the ebb and flood currents through the entrance to Chesapeake Bay. They are generally reversing in nature and parallel to the shore. According to Harrison, Brehmer, and Stone (1964, fig. 4), peak tidal-current velocities 915 m from shore and about 1 m above the bottom do exceed $0.25 \mathrm{~m} / \mathrm{s}$. Peak velocities, measured 1 m above the bottom at the end of the 15 th Street pier, approximate $0.21 \mathrm{~m} / \mathrm{s}$.


Wind data (U.S. Congress, 1953, plate 5) from the Weather Bureau's Cape Henry station (fig. 1B) for a 16 -yr period show that, whereas prevailing winds are from the southern quadrants, velocities and total wind movements are greater from the northern quadrants. Northeast winds tend to be most common in September.

The wave climate for the study area may be estimated from an analysis (Harrison and Wilson, 1964, app. G) of 4 yr of wave records from a stepped-resistance wave gage (fig. 1B) maintained by the U.S. Navy in 6.2 m of water off Cape Henry, and from 5 yr of wave observations at Chesapeake Lightship (fig. 1A), in 8.2 m of water. The summary data of table 2 give an indication of the approximate directions from which the waves that strike Virginia Beach come. The mean heights and periods of these waves are relatively low.

Table 2. - Summary of Offshore Wave Data for Virginia Beach

| Significant wave analysis |  |  |  | Visual swell observation |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Wave period |  | Wave height |  | Direction from which swells come |  |
| Mean (s) | 1st Mode (s) | Mean (m) | $\begin{gathered} \text { 1st Mode } \\ (\mathrm{m}) \end{gathered}$ | Direction | Percent of total swells |
| 5.3 | 4.0 | 0.5 | 0.6 | $\begin{array}{r} \mathrm{NE} \\ \mathrm{E} \\ \mathrm{SE} \end{array}$ | $\begin{aligned} & 30.0 \\ & 20.0 \\ & 18.0 \end{aligned}$ |

A breakdown of the 15 most frequent associations of wave period, height, and angle of approach at the Chesapeake Lightship is given in Harrison and Wilson (1964), together with details of the refraction of these wave fronts as they move into the study area.

Surf statistics at the Virginia Beach Life Boat Station, 2.4 km north of Rudee Inlet (fig. 1C), have been compiled by Helle (1958). Three years' records, for observations every 4 hr , reveal that the surf is 1.2 m or higher 10 percent of the year, 0.9 m or higher 50 percent of the year, and 0.6 m or higher 95 percent of the year. It tends to b 2 highest in early fall when the angle-of-wave approach tends to be from the east (or ENE). The surf is also high in January, when it is largely out of the northeast. The average period of the surf tends to be greatest from April through July (around 6.0 s).

## 3. MEASUREMENT SCHEDULE

In documenting environmental processes and responses, it is desirable to obtain continuous measurements wherever possible and then digitize the continuous records at an interval determined by the type of analytical procedure to be used. From a practical standpoint, continuous measurements are usually impossible and measurements are made instead according to a schedule that will allow a sampling frequency that will sufficiently portray the significant variations in the phenomena under study. Most of the measurements of this study were made every 4 hr , at $0000,0400,0800,1200,1600$, and 2000 EDT. A few were made every 6.25 hr , being keyed to times of high and low water. Only three variables were measured continuously.

A description of each variable measured follows, the variables being grouped according to whether they were measured continuously, every 4 hr , or at the time of high and low water. Six additional variables, derived from the measured ones, are also described.

Table 3 is a resume of the variables described below.

### 4.1 Continuous Measurements

### 4.1.1 Elevation of tidal plane ( $E_{t}$ )

The position of the tidal plane was monitored because of its importance in modulating the expenditure of wave energy as the tidal plane translates up and down the foreshore. Hourly values of height of the tide were determined by the Coast and Geodetic Survey from continuous records obtained at a C\&GS tide house (fig. 2) on the 15 th Street pier. All values appearing in appendix A are relative to an arbitrary height datum of 1.0 m below MLW.

### 4.1.2 Rainfall (r)

This variable was monitored because of its expected effect on the elevation of the water table in the foreshore. A continuously recording, weighing rain gage was used to measure rainfall at the 15 th Street pier (fig. 2). No measurable rainfall was recorded during the entire period of study. A trace of rainfall was recorded at the study strip (fig. 1C) on August 23 and 25, and September 7, 13, and 14. The September 13 precipitation was from the fringe of a thunderstorm and penetrated only a few centimeters into the dry beach sands.

### 4.1.3 Net radiation ( $R_{n}$ )

Variations in the radiant energy balance over water were studied because they are of first-order importance in determining variations in surface water temperature. A Thornthwaite net radiometer (Model 605) was mounted approximately 250 m offshore, perpendicular to one side of the fishing pier (fig. 2), and 5.0 m ( $\pm 1.2 \mathrm{~m}$ depending upon tides and waves) above the water surface. The radiometer protruded 3.1 m from the side of the pier and was free from effects of all structures. Continuous records of net radiation were obtained on a Rustrak recorder. The values of net radiation in appendix A are accurate to about $\pm 0.10 \mathrm{~g} \mathrm{cal} / \mathrm{cm}^{2} / \mathrm{s}$.

### 4.2 Measurements Made Every Four Hours

### 4.2.1 Position of inshore margin of breaker zone (B)

The measurements for $B$ and $S$ (below) document the instantaneous boundaries of the swash zone as it translates up and down the sloping foreshore. The relative positioning of these boundaries on the foreshore and their relation to the outcrop of the water table are of considerable importance to erosion and deposition on the foreshore. The letter designation for the station (fig. 3) most often nearest to the inshore margin of the breakers ("B", fig. 4) at a given measuring time was noted on the field sheets. The error in this measurement ranged from about 0.6 to 2.2 m when the breaker zone was well defined. Some 10 percent of the time, breakers of various height were spread over so many stations that the position of the inshore margin was probably valid to only $\pm 1.8 \mathrm{~m}$. Values for $B$ are given in appendix $A$.

### 4.2.2 Position of top of swash (S)

The letter designation for the station (fig. 3) most of ten nearest to the top of the swash at a given measuring time was noted on the field sheets. The error in this measurement ("S", fig. 4) ranged from about 0.3 to 1.8 m , depending mainly upon the proximity of the top of the swash to the nearest reference station.

### 4.2.3 Mean height of breaking waves ( $\bar{H}_{b}$ )

The characteristics of the breaking waves were monitored, as described below, for studies of longshore current generation and erosion and deposition on the foreshore. Two methods were used for measuring the heights of breaking waves. The first, which was employed only a few days, utilized a battery-operated, stepped-resistance wave staff. The readout
TABLE 3. - Variables Measured or Derived in Development of Time Series, their Dimensions, Schedule of Measurement, and Ranges in Value

| Symbol | Dimensions | $\begin{aligned} & \text { Description } \\ & \text { (refer to fig. 2, 3, or 4) } \end{aligned}$ | Measurement Schedule | Range in Values | Probable Error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B | 0 | Position of inshore margin of breaker zone (in terms of nearest reference station) | Every 4 hr and at times of high and low water | A to M | $\begin{aligned} & 0.6 \text { to } 2.2 \mathrm{~m}( \pm 1.8 \mathrm{~m}, \\ & 10 \% \text { of time) } \end{aligned}$ |
| d | L | Distance between outcrop of water table on foreshore and inshore margin of breakers | Derived (every 4 hr ) | 6.0 to 57.0 m | $\pm 1.5 \mathrm{~m}$ |
| $\overline{\mathrm{D}}$ | L | Mean nominal grain diameter of sand samples taken at mid-foreshore | Every 6.25 hr (high and low water) | 0.187 to 0.411 mm | $\pm 0.02 \mathrm{~mm}$ |
| $E_{b}$ | L | Elevation of beach surface at a reference station | Every 4 hr and at high and low water | 0.47(K) to 2.76 (M) m | $\begin{aligned} & \pm 2.0 \mathrm{~mm}, \text { above water; } \\ & \pm 10 \mathrm{~mm} \text { below } \end{aligned}$ |
| $E_{t}$ | L | Elevation of tidal plane at tide gage | Continuous | 1.036 to 2.560 m | $\pm 0.15 \mathrm{~m}$ |
| $\mathrm{E}_{\mathrm{w}}$ | L | Elevation of ground water table at a well point | Every 4 hr and at high and low water | 1.01(X) to $1.14(\mathrm{Y}) \mathrm{m}$ | $\pm 0.002 \mathrm{~m}$ |
| h | L | Vertical distance between horizontal plane passing through water table outcrop and horizontal plane through bottom of trough in front of breaking wave (fig. 4) | Jerived (every 4 hr ) | -0.20 to +1.60 m | $\pm 0.04 \mathrm{~m}$ |
| $\bar{H}_{b}$ | L | Mean height of breaking waves (fig. 4) | Every 4 hr | 0.15 to 0.89 m | $\begin{aligned} & \pm 6.0 \mathrm{~cm}, \text { low waves; } \\ & \pm 12.0 \mathrm{~cm}, \mathrm{high} \end{aligned}$ |
| $\mathrm{H}_{\mathrm{bs}}$ | L | Height of significant breaking waves | Derived from $H_{b}$ (every 4 hr ) | 0.20 to 1.20 m | $\pm 6.0 \mathrm{~cm}$, low waves; $\pm 12.0 \mathrm{~cm}$, high |
| $\mathrm{H}_{s}$ | L | Significant wave height, 900 ft offshore | Every 4 hr | 0.18 to 1.89 m | $\pm 0.1 \mathrm{~m}$ |
| $\overline{l_{b}}$ | L | Mean crest length of breaking wave | Every 4 hr | 10.0 to 235.0 m | within 10\% |
| m | 0 | Mean slope of foreshore (tan) | Derived from $\mathrm{E}_{\mathrm{b}}$ | 0.0210 to 0.1263 | $\pm 0.2^{\circ}$ |
| $Q_{\text {f }}$ | $L^{3}$ | Quantity of sand eroded from or deposited on foreshore in one tidal cycle (fig. 3) | Derived every 6.25 hr (high and low water) from $E_{b}$ | $-5.73 \mathrm{~m}^{3}$ to $+3.00 \mathrm{~m}^{3}$ | $\pm 0.05 \mathrm{~m}^{3}$ |
| r | L | Rainfall | Continuous | trace |  |
| $R_{n}$ |  | Net radiation, as measured at a point 800 ft offshore | Continuous | $\begin{aligned} & -0.12 \text { to }+0.60 \mathrm{~g} \\ & \mathrm{cal} / \mathrm{cm}^{2} / \mathrm{s} \end{aligned}$ | $\pm 0.10 \mathrm{~g} \mathrm{cal} / \mathrm{cm}^{2} / \mathrm{s}$ |
| S | 0 | Position of top of the swash (in terms of closest reference stake) | Every 4 hr and at high and low water | $\mathrm{A}+40 \mathrm{ft}$ to J | 0.3 to 1.8 m |

TABLE 3. - (continued)

| Symbol | Dimensions | $\begin{aligned} & \text { Description } \\ & \text { (refer to fig. 2, 3, or 4) } \end{aligned}$ | Measurement Schedule | Range in Values | Probable <br> Error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{\text {a }}$ a | 0 | Temperature of air, 800 ft offshore | Every 4 hr | 14.5 to $32.7^{\circ} \mathrm{C}$ | $\pm 0.2^{\circ}$ to $\pm 0.7^{\circ} \mathrm{C}$ |
| $t_{\text {w }}$ | 0 | Temperature of sea water | Every 4 hr | 21.1 to $26.4{ }^{\circ} \mathrm{C}$ | $\pm 0.2{ }^{\circ} \mathrm{C}$ |
| $\overline{\mathrm{T}}_{\mathrm{b}}$ | T | Mean period of breaking waves | Every 4 hr | 4.0 to 12.4 s | $\pm 0.2 \mathrm{~s}$ |
| $\mathrm{T}_{\text {s }}$ | T | Period of significant waves, 900 ft offshore | Every 4 hr | 3.0 to 13.8 s | $\pm 0.25 \mathrm{~s}$ to $\pm 0.5 \mathrm{~s}$ |
| u | L | Unsaturated beach surface between outcrop of water table on foreshore and swash reach | Derived (every 4 hr ) | 0.0 to 11.8 m | $\pm 0.3$ to $\pm 1.0 \mathrm{~m}$ for low $\&$ high values, respectively |
| $\overline{\mathrm{v}}$ | $\underline{L T}{ }^{-1}$ | Mean rate for sand sample to settle 1.0 m in pure water at $24^{\circ} \mathrm{C}$ | Every 6.25 hr (high and low water) | 1.6(I) to $8.3(\mathrm{H}) \mathrm{cm} / \mathrm{s}$ | $\pm .02 \mathrm{~cm} / \mathrm{s}$ |
| $\overline{\mathrm{v}}$ | $\underline{L T}{ }^{-1}$ | Mean longshore current velocity | Every 4 hr | 0.00 to $1.40 \mathrm{~m} / \mathrm{s}$ | $\pm 0.06 \mathrm{~m} / \mathrm{s}$ |
| $\mathrm{W}_{\mathrm{d}}$ | 0 | Mean wind direction, 800 ft offshore | Every $2-4 \mathrm{hr}$ | ---------- | $\pm 3.0^{\circ}$ |
| $\mathrm{w}_{s}$ | $\mathrm{LT}^{-1}$ | Mean wind speed, 800 ft offshore | Every $2-4 \mathrm{hr}$ | 1.0 to $12.0 \mathrm{~m} / \mathrm{s}$ | $\pm 0.5$ to $1.0 \mathrm{~m} / \mathrm{s}$ |
| $\bar{z}$ | L | Mean trough to bottom distance in front of breaking wave (fig. 4) | Every 4 hr | 0.07 to 0.98 m | $\pm 0.005 \mathrm{~m}$ |
| $\alpha_{b}$ | 0 | Acute angle between shoreline and crest of breaking wave. (Tangent of angle is used) | Every 4 hr | $\begin{aligned} & 0.0000 \text { to } 0.3172 \text { or } \\ & 0.0^{\circ} \text { to } 17.6^{\circ} \end{aligned}$ | $\begin{aligned} & \pm 1.0 \text { to } 2.0^{\circ}, \\ & \text { per wave } \end{aligned}$ |
| $\pm n$ | 0 | Rate of rise ( + ) or fall (-) of still water level at tide gage | Derived from $E_{t}$ | -0.42 to $+0.39 \mathrm{~m} / \mathrm{hr}$ | $\pm 0.015 \mathrm{~m} / \mathrm{hr}$ |
| $\rho_{\ell}$ | $\mathrm{ML}^{-3}$ | Density of liquid (sea water) | Every 4 hr | 1.0169 to $1.0202 \mathrm{~g} / \mathrm{cm}^{3}$ | $\pm 0.00005 \mathrm{~g} / \mathrm{cm}^{3}$ |
| $\rho_{s}$ | $\mathrm{ML}^{-3}$ | Relative density of solids (sand grains) on foreshore surface | Every 6.25 hr (high and low water) | 2.6172 to $2.6740 \mathrm{~g} / \mathrm{cm}^{3}$ | $\pm 0.0005 \mathrm{~g} / \mathrm{cm}^{3}$ |

module recorded wave heights to the nearest 15 cm . The second method involved exchanging the staff for a surveyor's rod graduated to tenths of a foot, with large labels for easy reading. In either case, the staff or the rod was held firmly in the zone of breaking waves by one man while values for wave heights were recorded by another man standing well inshore of the breakers. The breaker height, $H_{b}$ (fig. 4), and the breaker type (plunging, spilling, or bore) of 50 successive waves was recorded, as well as the starting and ending time, to the nearest second, of the interval during which heights were measured. The probable error in water level measurements was $\pm 5.0 \mathrm{~cm}$ for the surveyor's rod (for high breakers) and $\pm 3.0 \mathrm{~cm}$ (for low breakers). Because the rod or staff could not be positioned beneath the exact crest of every single wave, the values obtained have an additional error. This error is difficult to estimate, but it is probably always less than $\pm 12.0 \mathrm{~cm}$ for high waves and $\pm 6.2 \mathrm{~cm}$ for low waves. Values for $\vec{H}_{b}$ (app. A) were calculated for 50 consecutive waves.

### 4.2.4 Significant breaker height ( $\mathrm{H}_{\mathrm{bs}}$ )

This value (app. A) was obtained by calculating the mean height of the one-third highest breakers in a given set of 50 consecutive waves.

### 4.2.5 Mean period of breaking waves ( $\bar{T}_{b}$ )

The starting and ending times of the interval over which 50 successive wave heights were measured were recorded to the nearest second and $\bar{T}_{b}$ was calculated using this elapsed time. The representativeness of $\bar{T}_{b}$ is largely a function of the regularity of breaker heights and shapes. Where large and small breakers are intermixed, some of the small ones may be missed in counting or, alternatively, when they are counted they may in fact introduce unwanted variability in the calculation of a meaningful $\overline{\mathrm{T}}_{\mathrm{b}}$ that would reflect only the higher waves. It is desirable to be able to calculate the period of the higher breakers, but instrumentation for this purpose was unavailable at the time this study began. Under the best conditions, the error in determining $\overline{\mathrm{T}}_{\mathrm{b}}$ (app. A) is probably about $\pm 0.2 \mathrm{~s}$.

### 4.2.6 Mean acute angle between the shoreline and the crests of breaking waves ( $\bar{\alpha}_{b}$ )

Three to eight determinations of $\bar{\alpha}_{b}$ were made, just before or just after determination of $\bar{V}$, using a tripod-mounted azimuthal circle equipped with sights. The tripod was set up as close to the inshore margin of the breaker zone as possible and values for $\alpha_{b}$ were measured to the nearest degree. For the first half of the study period, a base line parallel to the shoreline was estimated by eye. For the other half, the center of the tripod was lined up with two steel rods previously positioned on a base line determined to be "parallel to the shoreline". Such positioning of the tripod reduced observer variability as far as determination of the bearing of one side of angle $\alpha_{b}$ was concerned. The bearing of the other side of $\alpha_{b}$ was determined by sighting down the crests of breaking waves at some distance ( $50-500 \mathrm{~m}$ ) from the tripod. Because of the straightness of the shoreline in the study area and the lack of significant beach rhythms during the study period (cf. plates $A-I$ ), the mean value obtained for the $\alpha_{h}$ 's is believed valid for the immediate area in which $V$ was determined.

### 4.2.7 Mean crest length of breaking waves ( $\bar{\ell}_{b}$ )

The minimum and maximum crest length of breaking waves was estimated visually by comparison with a measured course on shore. At times, considerable variability was noted in crest length, and the "mean crest-length" values were only crude estimates. The significance of $\bar{l}$ under such circumstances is open to question. For a number of longshore current measurement times, during a period of high $\overline{\mathrm{V}}$, high $\bar{H}_{b}$, and high $\bar{\ell}(=400 \mathrm{~m})$, the mean crest-length values in appendix A are probably valid to within 10 percent.
4.2.8 Mean trough to bottom distance in front of a breaking wave $(\bar{z})$

This distance ( $\bar{z}$, fig. 4) was measured directly with a meter stick. About 5 to 10 z values were read and an average value noted on the field sheets. The error in an individual measurement is about $\pm 0.5 \mathrm{~cm}$. The representativeness of a given $\bar{z}$ value (app. A) is variable, however, depending upon such things as the variability in size and type of breakers and their distribution throughout the breaker zone.
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Fig. 4. Definition sketch for variables measured at beach study strip.

The current velocity and direction were measured at the beach study strip (fig. 1C, plate 1) by timing the movement of the centers of patches of fluorescent dye as they moved parallel to shore. After three dye patches had been satisfactorily timed by stopwatch over a 15 - or a $30-\mathrm{m}$ course, a mean travel time was determined. This travel time was assumed to represent the mean velocity of the longshore current. Nearly all the dye charges were introduced at the inshore margin of the breaker line closest to shore. Thus, a small percentage of each dye patch was under the influence of swash motions.

Dye patches were illuminated by headlights and flashlights for nighttime observations and this proved adequate most of the time. Under certain conditions, foam obscured the dye patches and they could not be followed.

A field party from the U.S. Army Coastal Engineering Research Center studied fluctuations in the longshore-current system at the beach site using dye patches, balloons filled with water, and dye patches surrounding balloons. As a result ofthis study, the probable error in measurement of $\bar{V}$ (app. A) appears to be on the order of $\pm 0.06 \mathrm{~m} / \mathrm{s}( \pm 0.2 \mathrm{ft} / \mathrm{s})$. Galvin's data are summarized in table 4.

### 4.2.10 Significant wave height ( $\mathrm{H}_{\mathrm{s}}$ )

Measures of wave height and period for waves beyond the breakers were desired so that wave steepness could be determined. The average height and period of the $1 / 3-h i g h e s t$ waves were the measures selected. The value for $H_{s}$ was determined from a significant-wave stripchart analysis of wave records obtained from the Coastal Engineering Research Center's stepresistance wave gage located at the end of the fishing pier (fig. 2).

### 4.2.11 Significant wave period ( $\mathrm{T}_{\mathrm{s}}$ )

Consideration of the methods utilized in the significant-wave strip-chart analysis indicates that values for the periods of significant waves are good to $\pm 0.25 \mathrm{~s}$ for $\mathrm{T}_{\mathrm{s}}=3$ to 6 s and $\pm 0.5 \mathrm{~s}$ for $\mathrm{T}_{\mathrm{s}}=6$ to 20 s for most wave records. Note that T (app. A) is determined to the nearest 0.5 s for $\overline{\mathrm{T}}=3$ to 6 s and to the nearest whole second for $\overline{\mathrm{T}}_{\mathrm{s}}=6$ to 20 s .

### 4.2.12 Elevation of beach surface at reference station ( $E_{b}$ )

Adequate profiles of the foreshore surface are required for precise determinations of foreshore volume changes. To this end, a series of reference stations (fig. 3) perpendicular to the beach was established using wooden piles (stations A+31.5 through G) or concrete reinforcing rods (stations $H$ through $M$ ) jetted into the beach. Reference marks were painted on the rods and reference nails were driven into the piles. Precise elevations of the paint marks and nail heads (relative to a MSL bench mark datum) were then determined with an engineer's level.

To determine the altitude of the foreshore at a given station and instant of time a meter stick was used for measuring the distance between a reference mark or nail and the foreshore surface, to the nearest millimeter. Where the foreshore was above water, this value was probably good to $\pm 2 \mathrm{~mm}$. Below water and under adverse breaker conditions, precision of measurements was only $\pm 10 \mathrm{~mm}$.

A post study level check indicated that the reference marks and well points (see $E_{W}$ and fig. 3) had retained their original pre-study altitudes. The values for $E_{b}$ given in appendix $B$ are relative to the MSL datum.

### 4.2.13 Elevation of groundwater table ( $E_{W}$ )

The water table beneath the foreshore was monitored because of the effects of excess pore water pressures in the lower foreshore face on erosion there, and because deposition on the upper foreshore is often greatly influenced by swash percolating into unsaturated sands above the water table.

Note: Figure 3 serves as a convenient plotting sheet for the $B, E_{b}, E_{w}$, and $S$ data.

TABLE 4. - Longshore Current Data Collected by C. J. Galvin, September 9, 1966, 0930-1600 hr.

| Run | Method | Time | V50-1 | v50-2 | V100-1 | V100-2 | V200 | DELV1 | DELV2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MIN | FPS | FPS | FPS | FPS | FPS | FPS | FPS |
| 1.0 | B | 0 | 1.00 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 2.0 | B | 0 | 1.00 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 3.0 | B | 0 | 0.67 | -3.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 4.0 | B | 0 | 0.88 | 0.46 | 0.61 | 0.71 | 0.66 | -0.41 | 0.11 |
| 5.0 | B | 0 | -3.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 6.0 | B | 0 | 1.02 | 0.54 | 0.70 | -2.00 | 0.00 | -0.48 | 0.00 |
| 7.0 | B | 0 | 1.02 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 8.0 | B | 0 | 1.00 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 9.0 | B | 0 | 1.00 | 1.25 | 1.11 | -2.00 | 0.00 | 0.25 | 0.00 |
| 10.1 | B | 40 | 1.11 | 1.25 | 1.18 | 1.25 | 1.21 | 0.14 | 0.07 |
| 10.2 | B | 0 | 1.43 | 1.43 | 1.43 | 1.33 | 1.38 | 0.00 | -0.10 |
| 11.1 | D | 0 | 0.43 | -1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 11.2 | B | 0 | 1.00 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 11.3 | B | 0 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 12.1 | DL | 0 | 0.83 | 1.25 | 1.00 | -1.00 | 0.00 | 0.42 | 0.00 |
| 12.2 | B | 0 | 0.56 | 0.67 | 0.61 | 0.91 | 0.73 | 0.11 | 0.30 |
| 12.3 | B | 0 | 0.91 | 0.91 | 0.91 | 0.71 | 0.80 | 0.00 | -0.19 |
| 13.1 | B | 65 | 1.35 | 1.52 | 1.43 | 1.33 | 1.38 | 0.16 | -0.10 |
| 13.2 | B | 0 | 1.85 | 1.79 | 1.82 | 1.43 | 1.60 | -0.07 | -0.39 |
| 14.1 | B | 0 | 0.94 | 0.96 | 0.95 | -2.00 | 0.00 | 0.02 | 0.00 |
| 14.2 | B | 0 | 1.25 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 15.1 | B | 78 | 1.67 | 2.50 | 2.00 | 1.05 | 1.38 | 0.83 | -0.95 |
| 15.2 | B | 0 | 2.27 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 16.0 | BDP | 120 | 1.43 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 17.0 | BDP | 0 | 1.25 | 1.43 | 1.33 | -2.00 | 0.00 | 0.18 | 0.00 |
| 18.0 | BDP | 0 | 1.67 | 1.11 | 1.33 | -2.00 | 0.00 | -0.56 | 0.00 |
| 19.0 | BDP | 0 | 1.14 | 1.92 | 1.43 | -2.00 | 0.00 | 0.79 | 0.00 |
| 20.0 | BDP | 0 | 1.72 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 21.0 | BDP | 0 | 1.47 | 1.92 | 1.67 | 1.49 | 1.57 | 0.45 | -0.17 |
| 22.0 | BDP | 165 | 1.79 | 2.63 | 2.13 | -3.00 | 0.00 | 0.85 | 0.00 |
| 23.0 | BDP | 0 | 0.94 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 24.0 | BDP | 0 | 1.39 | 2.08 | 1.67 | 2.50 | 2.00 | 0.69 | 0.83 |
| 25.0 | BDP | 0 | 1.14 | 1.92 | 1.43 | 1.85 | 1.61 | 0.79 | 0.42 |
| 26.1 | B | 260 | 1.43 | 1.00 | 1.18 | 1.11 | 1.14 | -0.43 | -0.07 |
| 26.2 | B | 260 | 1.06 | 1.32 | 1.18 | 0.00 | 0.00 | 0.25 | 0.00 |
| 27.1 | B | 0 | 2.63 | 3.33 | 2.94 | 2.78 | 2.86 | 0.70 | -0.16 |
| 27.2 | B | 0 | 2.63 | 3.13 | 2.86 | 2.38 | 2.60 | 0.49 | -0.48 |
| 28.1 | B | 280 | 2.00 | -2.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 28.2 | B | 280 | -4.00 | -2.00 | 1.43 | 1.32 | 1.37 | 0.00 | -0.11 |
| 29.1 | B | 0 | 2.63 | 1.92 | 2.22 | 2.78 | 2.47 | -0.71 | 0.56 |
| 29.2 | B | 0 | 2.50 | 3.33 | 2.86 | 3.23 | 3.03 | 0.83 | 0.37 |
| 30.1 | B | 289 | 3.13 | 1.72 | 2.22 | 1.64 | 1.89 | -1.40 | -0.58 |
| 30.2 | B | 289 | 3.33 | 3.33 | 3.33 | 3.03 | 3.17 | 0.00 | -0.30 |
| 31.1 | B | 295 | 2.78 | 2.63 | 2.70 | 3.03 | 2.86 | -0.15 | 0.33 |
| 31.2 | B | 295 | 2.78 | 2.78 | 2.78 | 2.33 | 2.53 | 0.00 | -0.45 |
| 32.1 | B | 297 | 2.00 | -4.00 | 0.00 | 1.06 | 2.22 | 0.00 | 1.06 |
| 32.2 | B | 297 | 2.00 | 2.50 | 2.22 | 2.22 | 2.22 | 0.50 | 0.00 |
| 33.1 | BB | 305 | 2.00 | -4.00 | 0.00 | 0.81 | 1.67 | 0.00 | 0.81 |
| 33.2 | BB | 305 | 2.00 | 2.17 | 2.08 | -2.00 | 0.00 | 0.17 | 0.00 |
| 34.1 | BB | 0 | 2.00 | 2.17 | 2.08 | 0.00 | 0.00 | 0.17 | 0.00 |
| 34.2 | BB | 0 | 2.00 | 1.56 | 1.75 | 1.92 | 1.83 | -0.44 | 0.17 |
| 35.1 | BB | 315 | 2.78 | 2.94 | 2.86 | 2.56 | 2.70 | 0.16 | -0.29 |
| 35.2 | BB | 315 | 2.94 | 3.13 | 3.03 | 2.56 | 2.78 | 0.18 | -0.47 |
| 36.1 | DDL | 0 | 2.50 | 2.78 | 2.63 | -1.00 | 0.00 | 0.28 | 0.00 |
| 36.2 | DDL | 0 | 2.38 | 2.08 | 2.22 | -1.00 | 0.00 | -0.30 | 0.00 |
| 37.1 | DDL | 324 | 2.27 | 1.79 | 2.00 | -1.00 | 0.00 | -0.49 | 0.00 |
| 37.2 | DDL | 324 | 2.38 | 1.56 | 1.89 | -1.00 | 0.00 | -0.82 | 0.00 |
| 38.1 | DDL | 0 | 3.33 | -1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 38.2 | DDL | 0 | 3.33 | -1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |


| Run | Method | Time | V50-1 | V50-2 | V100-1 | V100-2 | V200 | DELV1 | DELV2 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |  |  |  |  |
|  |  | MIN | FPS | FPS | FPS | FPS | FPS | FPS | FPS |
|  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 0.00 | 0.00 | 0.00 |
| 39.1 | DDL | 0 | 1.67 | -1.00 | 0.00 | 0.00 | 0.00 |  |  |
| 39.2 | DDL | 0 | 1.61 | -1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 40.1 | DDL | 330 | 1.67 | -1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 40.2 | DDL | 330 | 1.67 | -1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 41.1 | BO | 0 | 2.00 | 1.39 | 1.64 | 0.00 | 0.00 | -0.61 | 0.00 |
| 41.2 | BI | 0 | -4.00 | 1.39 | 1.92 | 2.44 | 2.15 | 0.00 | 0.52 |
| 42.1 | BO | 340 | 1.79 | -4.00 | 0.00 | -2.00 | 0.00 | 0.00 | 0.00 |
| 42.2 | BI | 340 | 2.08 | 2.08 | 2.08 | -2.00 | 0.00 | 0.00 | 0.00 |
| 43.1 | BO | 0 | 1.72 | 3.13 | 2.22 | 1.69 | 1.92 | 1.40 | -0.53 |
| 43.2 | BI | 0 | 3.13 | -4.00 | 0.00 | -2.00 | 0.00 | 0.00 | 0.00 |
| 44.1 | BO | 352 | 1.61 | -3.00 | 0.00 | -3.00 | 0.00 | 0.00 | 0.00 |
| 44.2 | BI | 352 | 2.38 | 3.33 | 2.78 | -2.00 | 0.00 | 0.95 | 0.00 |
| 45.1 | BO | 362 | 2.38 | 3.13 | 2.70 | 2.63 | 2.67 | 0.74 | -0.07 |
| 45.2 | BI | 362 | 2.50 | 2.94 | 2.70 | 1.92 | 2.25 | 0.44 | -0.78 |
| 46.1 | BO | 0 | 1.25 | 2.38 | 1.64 | 2.17 | 1.87 | 1.13 | 0.53 |
| 46.2 | BI | 0 | 2.63 | 2.00 | 2.27 | -2.00 | 0.00 | -0.63 | 0.00 |
| 47.0 | DP | 372 | 2.27 | 2.17 | 2.22 | 2.50 | 2.35 | -0.10 | 0.28 |
| 48.0 | DP | 380 | 2.17 | 1.56 | 1.82 | 2.00 | 1.90 | -0.61 | 0.18 |
|  |  |  |  |  |  |  |  |  |  |

Explanation of column headings:
Run - If the number after the decimal is 0 , then only one balloon (or dye packet) was used in that run. If the number is not 0 , that means two or three balloons were dropped; i.e., the 12 th run included three separate measurements, 12.1 , 12.2 , 12.3.

Time - Measured in minutes from time of first run. If time is not recorded, 0 is entered. All runs are listed in chronological order.

V50-1 - Velocity over first 50 ft .
V50-2 - Velocity over second 50 ft .
V100-1 - Velocity averaged over first 100 ft .
V100-2 - Velocity averaged over second 100 ft .
V200 - Velocity averaged over entire 200 ft . Note: In the above velocity columns, 0 means not measured. Negative numbers: Minus 1.00 , dye too dispersed to make measurement; -2.00 , balloon touched bottom on beach face; -3.00 , balloon lost permanently; -4.00 , balloon lost temporarily.

DELV1 - (V50-2) - (V50-1).
DELV2 - (V100-2) - (V100-1). Note: For DELV1 and DELV2, a zero entry usually means that one or both of the items on the right side of the defining equation was not measured, but it may also mean that the two quantities on the right were equal.

Method - B, balloon dropped singly or in simultaneous pairs; BB, balloon pairs, with second balloon dropped when the first reached $50-\mathrm{ft}$ station; BI, balloon dropped in the middle of the surf zone; BO, balloon dropped at breaker point; BDP, balloon with LASIL dye packet attached; D, dye; DL, liquid dye; DP, LASIL dye packet; DDL, liquid dye pairs, with the second dropped when the first reached $50-\mathrm{ft}$ station. Note: BI and BO were dropped simultaneously.

Three well points ( $W$, $X$, and $Y$ in fig. 3) were jetted into the beach along a line perpendicular to the coast and parallel to or concordant with the line of reference stations. The altitudes of the tops of the pipes were determined relative to an MSL bench mark datum by standard leveling procedures. Every 4 hr and at times of high and low water, caps were unscrewed from the well points and a measuring device inserted to determine the distance between the top of the well point and the free water surface in the well point. Three techniques were used for this purpose: 1) a meter stick was coated with powder so that the water-air interface could be clearly seen; 2) a flashlight beam was reflected off the top of the water column and a measuring stick inserted until it just touched the free water surface; and 3) an unpowdered piece of wooden quarcer-round was inserted until a centimeter or two of its end was submerged. In all cases, the pertinent distance was measured immediately to the nearest mm, using a meter stick. The third method was used perhaps 60 percent of the time, the light-reflection method 37 percent of the time, and the powdered-stick method the remainder of the time. Values obtained (app. B) are probably precise to about $\pm 2.0 \mathrm{~mm}$ and are relative to the MSL datum.

### 4.2.14 Density of liquid (sea water) $\left(\rho_{\ell}\right)$

The dependency of sand movement on water density had been demonstrated in a previous study at Virginia Beach (Harrison and Krumbein, 1964), and for that reason variations in water density were carefully monitored in the present study. Samples of sea water for salinity determinations were taken at both the tide house (fig. 2) and at the beach strip (fig. 1C), as were measurements of water temperature ( $T_{w}$ ). Only values for density of sea water ( $\rho_{\ell}$ ) at the beach strip are reported (app. A). Each water sample was introduced into a citrate of magnesia bottle that had been well rinsed with the same local sea water from which the sample was taken. Salinities were determined using a Hytech Model 6210 laboratory salinometer. Salinity values are accurate to about $\pm 0.003$ parts per thousand.

A nomograph was used for determining density from the temperature and salinity of sea water. In view of the precision of the $T_{w}$ and salinity values, $\rho_{\ell}$ values (app. A) are probably accurate to about $\pm 0.00005 \mathrm{~g} / \mathrm{cm}^{3}$.

### 4.2.15 Temperature of the $\operatorname{air}\left(t_{a}\right)$

The temperature of the surface water a short distance beyond the breaker zone is to some degree dependent upon the trend in air temperature during the preceding hours. Most of the time, in the course of this study, the temperature of the air at the tide house (fig. 2) was determined by simply holding a Taylor mercurial thermometer in the open air. Precision of measurement in this case was probably $\pm 0.3^{\circ} \mathrm{C}$. During the last 14 days, the thermometer was mounted on the north side of the tide house and encased in a wooden, free-air-flow thermoscreen. Precision of these measurements (from September 2 until the end of the study; app. A) was probably $\pm 0.2^{\circ} \mathrm{C}$.

### 4.2.16 Temperature of the water $\left(t_{w}\right)$

Water temperature was taken at both the tide house (fig. 2) and in the breaker zone at the beach site (fig. lC). Only the water temperatures from the tide house are presented in this report. Precision-calibrated, Taylor mercurial thermometers, mounted in standard C\&GS water samplers were used. Care was taken that the water samplers had time to come to equilibrium with the surrounding water and that the thermometers were shielded from wind while being read. Precision of the water temperature values, given in appendix $A$, is probably $\pm 0.2^{\circ} \mathrm{C}$.

### 4.2.17 Mean wind direction $\left(\bar{W}_{\mathrm{d}}\right)$

Moderate to strong winds blowing for several hours or more in a relatively constant direction may affect not only the temperature of the nearshore surface water----through turnover of the adjacent shelf waters----but also the movement of foreshore sand through the breaker zone, as a result of wind-induced bottom currents.

A Weather Bureau Model F 420 wind system with a direct readout module was installed at the tide house (fig. 2). Wind direction was read every 2 or 4 hr , to the nearest $05^{\circ}$ of azimuth. A given mean wind direction value (app. A) was estimated with a precision of about $\pm 3.0^{\circ}$.

### 4.2.18 Mean wind speed $\left(\bar{W}_{s}\right)$

The wind system was equipped with a direct readout module for wind speed. Mean wind speed was read every 2 or 4 hr , and the values, given in appendix A, are believed precise to about $\pm 1.0 \mathrm{~m} / \mathrm{s}$.

### 4.3 Measurements Made at Times of High and Low Water

Analyses of changes in elevation, quantity of material, grain size, etc., on the foreshore may be made most logically over intervals of tidal or half-tidal cycle length. For this reason, the measurements of beach elevation, of water table elevation, and of the positions of the swash reach and breaker zone (described in sec. 4.2) were also made at times of high and low water. Sand samples were taken for measurement of the variables associated with grains composing the foreshore surface. The three sand grain variables jud ou to be most critical in determining foreshore changes are listed below.

### 4.3.1 Mean nominal grain diameter of sand samples on the mid-foreshore ( $\overline{\mathrm{D}}$ )

Samples of the uppermost few millimeters of the foreshore were taken by hand at each station during times of high and low water. The samples were washed of salts, dried, and split to $7-8-\mathrm{g}$ weights for analysis in a Woods Hole Rapid Sand Analyzer (Zeigler, et al., 1960). This device was modified from the original Woods Hole design so that the fall tube was 10.2 cm ID instead of 5.1 cm . Also, the gate mechanism for introducing the samples was replaced with a screen ( 250 -mesh) applicator. The general procedure for making such sand analyses has been outlined previously by Harrison and Morales-Alamo (1964). The mean nominal grain diameter, $D$, was calculated by first using the formula for the mean time to settle 1 m :

$$
M_{v}=\frac{P_{05}+2 P_{16}+4 \mathrm{P}_{50}+2 \mathrm{P}_{84}+\mathrm{P}_{95}}{10},
$$

where the $\mathrm{P}^{\prime} \mathrm{s}$ are percentiles of a pressure versus time curve, each percentile being expressed in seconds. The $M_{v}$ values were then converted to nominal grain diameter (mm) by using the tables of Zeigler and Gill (1959), for quartz particles with a Corey shape factor of 0.7 settling in pure water. Values for $\bar{D}$ are probably precise to about $\pm 0.02 \mathrm{~mm}$. The values presented in appendix A are for samples taken on the mid-foreshore at a given high or low water time (see also $\rho_{s}$ values).

### 4.3.2 Density of solids (sand grains) on the mid-foreshore ( $\rho_{s}$ )

The relative densities of $25-\mathrm{g}$ samples of surficial sand were determined using ASTM Test D 854-58 (Am. Soc. Test. Mater., 1964). The samples were taken from collections made at the reference stations shown in figure 3, at times of high or low water. Samples used for density determinations were selected from stations located as nearly half-way between the inshore margin of the breaker zone and the top of the swash as possible. Successive determinations of $\rho_{s}$ were made on each sample until a meaningful average could be obtained. The measured values ${ }^{s}$ (app. A) are probably precise to $\pm 0.0003 \mathrm{~g} / \mathrm{cm}^{3}$.

### 4.3.3 Standard fall velocity ( $\overline{\mathrm{v}})$

This is the average rate of fall of the particles of a sand sample settling in quiescent fresh water of infinite extent and at a temperature of $24^{\circ} \mathrm{C}$. The mean settling time was determined using the modified Woods Hole Rapid Sand Analyzer described in subsection 4.3.1, and the statistic used for estimating $\overline{\mathrm{v}}$ was the same as that used for estimating $\overline{\mathrm{D}}$.

All $\overline{\mathrm{v}}$ values (app. B) are corrected to a water temperature of $24^{\circ} \mathrm{C}$ using the graphs of Zeigler and Gill (1959). Precision of the $\overline{\mathrm{v}}$ values is probably of the order of $\pm .02 \mathrm{~cm} / \mathrm{s}$.

Note: The variables $E_{b}, B, S$, and $E_{w}$ were also measured at the time of high and low water.

Certain measurements relating to beach geometry were made after plotting the field data for $E_{b}, E_{w}, B$, and $S$ on cross-section paper. The average slope of the foreshore between $B$ and $S$ was measured for the analysis of changes in foreshore volume, as were distances giving the relationship between $B, S$, and the outcrop of the water table. Changes in foreshore volume also were determined from plotted profiles.

### 4.4.1 Mean foreshore slope ( $\overline{\mathrm{m}}$ )

Foreshore slopes were determined from cross sections drawn from the elevational (E ${ }_{b}$ ) data, as plotted on a $1: 1$ scale. Values were measured to degrees and tenths with a protractor and then converted to the tangent of the slope angle (fig. 4). The probable error in a given slope measurement is of the order of $\pm 0.2^{\circ}$.

Two sets of foreshore slopes are given. Those for the basic time series (app. A) are for the mean slope between the inshore margin of the breakers and the top of the swash at a given instant. Slopes (table 5) used for investigating longshore current velocity are for the slope from the inshore margin of the breakers to a point about one-half to three-quarters of the way to the top of the swash. (When a longshore trough appeared on a profile, the toe of the foreshore slope was taken as the inshore margin of the trough.)

### 4.4.2 Distance between outcrop of water table on foreshore and inshore margin of breakers (d)

This variable is a measure of the length of the foreshore over which the hydraulic head, $h$, of the groundwater table may act and was thought to be important to consider when analyzing for erosion and/or deposition on the lower foreshore.

The value ("d", fig. 4) was obtained from profiles drawn on the beach surface using elevation data (E), from data on the elevation of the water table ( $E_{W}$ ), and from the information for $B$ (fig. 4). Results (app. A) are dependent upon: 1) validity of the projection of the water table, as measured in the well points (fig. 3) to its intersection with the foreshore surface; and 2) the error in measurement of B. Most values have a probable error of about $\pm 1.5 \mathrm{~m}$.

### 4.4.3 Hydraulic head -- Vertical distance (fig. 4) between a horizontal plane <br> passing through the outciop of the water table on the foreshore and a horizontal plane through the bottom of the trough in front of the breaking wave ( h )

This value (app. A) was obtained from 1:1 profiles of the surfaces of the groundwater table and foreshore, and the plane through the bottom of the wave trough. It is a measure of the groundwater head to be dissipated over the distance d at any instant of time. Errors in determining $h$ are related to: 1) the projection of the groundwater table to its intersection with the foreshore surface; and 2) the errors related to the determination of $B$ and z. For large values of $h$, the error is probably of the order of $\pm 0.04 \mathrm{~m}$, becoming proportionately smaller for smaller values of $h$.

### 4.4.4 Length of unsaturated beach surface (fig. 4) between outcrop of water table on foreshore and top of swash (u)

This variable is important to analyses of deposition on the upper foreshore because swash that traverses the beach above the water table outcrop loses energy or disappears as it percolates into the unsaturated sand. Sand transported to the upper foreshore under such conditions tends to be deposited there.

The value for $u$ (app. A) was obtained from profiles drawn of the beach surface using elevation data ( $E_{b}$ ), from data on the elevation of the water table ( $E_{W}$ ), and from the information on the position of the top of the swash (S). Values for $u$ are dependent upon: 1) the validity of the projection of the water table to its intersection with the foreshore surface; and 2) the error in measurement of $S$. Most values have a probable error of $\pm 0.3 \mathrm{~m}$ for low values and $\pm 1.0 \mathrm{~m}$ for high values.

TABLE 5. - Observation Times and Corresponding Values for the Tangent of the Slope of the Lower Foreshore Used in a Study (Harrison, 1968) of Longshore Current Velocity

(4)


(B)
OUTERMOST POSITION OF TO
SWASH ON SUCCESSIVE
HIGH WATER STANDS

Fig. 5. Definition sketch for determination of $Q_{f}$ (net change in quantity of foreshore material).

### 4.4.5 Quantity of sand eroded from (-) or deposited upon (+) the foreshore in one tidal cycle $\left(Q_{f}\right)$

Foreshore elevation data, $E_{b}$, were used to construct profiles of the beach surface (on a $1: 1$ ratio) using Albanene tracing paper. This type of paper has high stability and all profiles were stored flat in an air-conditioned room to prevent distortion. The profiles of successive high or successive low water stands were superimposed, and areas of accretion and erosion were determined with a planimeter.

Evaluation of the net change in quantity of material on the foreshore from one low tide to the next required planimetering of the areas of accretion and erosion lying between the inshoremost position of the breaker line on successive low water stands and the top of the swash at the intervening high water stand (see fig. 5A). The net change in area was then determined and converted to $\mathrm{m}^{2}$. To convert the change in area to change in volume ( $Q_{f}$ ) the areal values were multiplied by 1.0 m , to represent the third dimension parallel to the shoreline.

The net change from one high tide to the next was obtained in the same way. In some cases, a small volume of change near the top of the swash had to remain unevaluated (see fig. 5B) as the foreshore there had been affected by the swash during only a small period of time, at only the beginning or end of the tidal interval.

The values for $Q_{f}$ were determined by using profile data that were often obtained slightly before or slightly after the time of low or high water. Discrepancies between the true profiles at time of low or high water and the measured profiles are negligible, however, because of the very minor variation of the still-water level around the times of maximum tidal excursion.

Errors in the values of $Q_{f}$ stem primarily from errors in measuring the elevation of the foreshore surface and errors in judgement in the connection of points for beach elevation during construction of the profiles. Errors incurred during planimetering are probably of least concern. None of the foregoing errors are cumulative. In most cases the total error in a given value for $Q_{f}$ (app. A) is probably about $\pm 0.05 \mathrm{~m}^{3}$, assuming that the foreshore boundaries are adequately defined.

### 4.4.6 Rate of rise ( + ) or fall ( - ) of the still-water level ( $\pm n$ )

This variable is used in the analysis of foreshore volume changes and serves as a measure of the rate of change in the application of energy from waves or swash currents at a given point on the foreshore.

An hourly plot of $\pm \eta$ was made from the hourly $E_{t}$ data obtained at the tide house (fig. 2). Values obtained (app. A) are valid to about $\pm 0.015 \mathrm{~m} / \mathrm{hr}$.

## 5. DATA PROCESSING

With the exception of $E_{b}, E_{w}$, and $\bar{v}$ (app. B), values for the variables described above were hand-plotted on a common time base, and smooth curves were drawn all by the same operator, connecting the plotted points for each variable. The continuous plots were then digitized at a 1-hr interval ( 0000 , 0100,0200 EDT, etc.).

The values for each variable are listed in appendix A. Underlined values denote actual measurements; all others were taken from the smooth curves. Gaps in the listings of certain variables in appendix $A$ indicate that the time interval between successive observations was too great to permit meaningful interpolation from smooth curves.

Appendix C contains a special listing of variables used for investigating
(Harrison, 1968) the dependent of foreshore volume changes in process elements acting over nine different lag times in a given tidal cycle. It is presented here for the convenience of the reader interested in utilizing such calculated ratios and dimensionless variables in his research. The data of appendix $C$ are available on IBM cards from the senior author.
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## PLATES A - I

The following series of nine plates shows the bottom topography seaward along the beach study strip (fig. 1 C ).

The symbol $M$ on each plate denotes station " $M$ " (fig. 3).










|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | DATE: | 08/24 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time <br> hrs | B | d <br> m | $\overline{\mathrm{D}}$ <br> mm | $E_{t}$ <br> m | h <br> m | $\bar{H}_{b}$ <br> m | $\left\lvert\, \begin{gathered} \mathrm{H}_{\mathrm{bs}} \\ \mathrm{~m} \end{gathered}\right.$ | $\mathrm{H}_{\mathrm{s}}$ <br> m | $\begin{aligned} & \overline{\ell_{b}} \mathrm{~b} \\ & \mathrm{~m} \end{aligned}$ | $\begin{gathered} \bar{m} \\ (\tan ) \end{gathered}$ | $\begin{aligned} & Q_{f} \\ & \mathrm{~m}^{3} \end{aligned}$ | $\begin{array}{\|c} R_{n} \\ \mathrm{~g} \mathrm{cal} / \\ \mathrm{cm}^{2} / \mathrm{sec} \end{array}$ | S | $\begin{gathered} t_{a} \\ (\cdot c) \end{gathered}$ | $\begin{gathered} t_{w} \\ (\cdot c) \end{gathered}$ | $\begin{aligned} & \bar{T}_{b} \\ & \text { sec } \end{aligned}$ | $\begin{aligned} & \mathbf{T}_{\mathrm{s}} \\ & \mathrm{sec} \end{aligned}$ | u <br> m | $\begin{gathered} \bar{V} \\ \frac{\mathrm{~m}}{\mathrm{sec}} \end{gathered}$ | $\begin{aligned} & \mathrm{W}_{\mathrm{d}} \\ & ()^{\mathrm{o}} \end{aligned}$ | $\begin{gathered} \mathrm{W} \\ \mathrm{~s} \\ \mathrm{~m} \\ \hline \mathrm{sec} \end{gathered}$ | $\overline{\mathbf{z}}$ <br> m | $\begin{gathered} \bar{a}_{b} \\ (\tan ) \end{gathered}$ | $\eta$ <br> m <br> hr | $\begin{gathered} \rho_{\ell} \\ \mathrm{g} / \mathrm{cm}^{3} \end{gathered}$ | $\rho_{\mathrm{s}}^{\rho_{\mathrm{g}} / \mathrm{cm}^{3}}$ |
| 0000 | J | 12.0 |  | 1.615 | 0.16 | . 35 | .47 | .35 | 40 | . 0664 |  |  | F | $\underline{25.5}$ | 24.9 | 9.2 | 8.0 | 3.5 | . 60 | 321 | 3 | 0.43 | . 1656 | +0.22 | 1.0183 |  |
| 0100 | J | 12.0 |  | 1.737 | 0.24 | . 36 | . 47 | . 43 | 35 | . 0682 |  |  | E | 25.4 | 24.7 | 8.3 | 7.2 | 4.2 | . 54 | 341 | 6 | 0.45 | . 1763 | +0.15 | 1.0182 |  |
| 0200 | J | 13.0 | . 238 | 1.920 | 0.40 | . 36 | . 49 | . 58 | 25 | $\underline{.0717}$ | +0.99 |  | D | $\underline{24.8}$ | 24.6 | 6.8 | 6.2 | 3.8 | . 46 | 017 | 9 | 0.46 | . 1763 | +0.09 | 1.0182 | 2.6313 |
| 0300 | J | 14.0 |  | 1.920 | 0.52 | . 35 | . 49 | . 74 | 20 | . 0717 |  |  | D | 23.7 | 24.5 | 5.8 | 5.0 | 2.6 | . 36 | 020 | 10 | 0.46 | . 1673 | 0.00 | 1.0181 |  |
| 0400 | J | 16.0 |  | 1.890 | 0.66 | . 34 | . 51 | . 90 | 20 | . 0647 |  |  | E | $\underline{22.7}$ | 24.5 | 5.4 | 4.0 | 1.4 | . 22 | 020 | 10 | 0.48 | . 1477 | -0.08 | 1.0180 |  |
| 0500 | J | 19.0 |  | 1.737 | 0.74 | . 31 | . 52 | 1.00 | 20 | . 0559 |  |  | E | 22.7 | 24.5 | 5.4 | 3.7 | 0.1 | . 10 | 021 | 9 | 0.48 | . 1192 | -0.19 | 1.0180 |  |
| 0600 | K | 22.0 |  | 1.524 | 0.76 | . 29 | . 54 | . 98 | 15 | . 0454 |  |  | F | $\underline{22.7}$ | 24.5 | 5.8 | 4.0 | 0.0 | . 02 | 022 | 8 | 0.49 | . 0875 | -0.18 | 1.0179 |  |
| 0700 | K | 24.5 |  | 1.402 | 0.72 | . 26 | . 59 | . 88 | 15 | . 0384 |  |  | G | 22.6 | 24.4 | 6.4 | 4.4 | 0.0 | . 08 | 024 | 7 | 0.50 | . 0489 | -0.11 | 1.0178 |  |
| 0800 | L | 25.5 |  | 1.310 | $\underline{0.68}$ | . 25 | . 55 | . 76 | 15 | . 0367 |  |  | H | $\underline{22.2}$ | 24.3 | 7.0 | $\underline{5.0}$ | 0.0 | . 16 | 029 | 6 | 0.50 | . 0052 | 0.00 | 1.0178 |  |
| 0900 | L | 23.5 | . 328 | 1.341 | 0.62 | . 25 | . 56 | . 78 | 15 | . 0419 | -1.44 |  | $\underline{H}$ | 19.7 | 24.2 | 7.3 | 4.8 | 0.0 | . 24 | 036 | 6 | 0.51 | . 0105 | +0.04 | 1.0177 | 2.6193 |
| 1000 | L | 19.0 |  | 1.402 | 0.56 | . 26 | . 58 | . 82 | 20 | . 0540 |  |  | G | 17.2 | 24.1 | 7.3 | 4.6 | 0.0 | . 30 | 039 | 6 | 0.51 | . 0349 | +0.09 | 1.0177 |  |
| 1100 | K | 14.0 |  | 1.524 | 0.48 | . 31 | . 60 | . 95 | 35 | . 0682 |  |  | F | 17.2 | 23.9 | 6.9 | 4.2 | 0.0 | . 34 | 041 | 6 | 0.52 | . 0577 | +0.16 | 1.0177 |  |
| 1200 | I | 10.0 |  | 1.707 | 0.40 | . 38 | . 61 | 1.05 | 50 | . 0857 |  |  | E | $\underline{17.8}$ | 23.8 | 6.0 | 4.0 | 0.0 | .$^{.36}$ | 050 | 5 | 0.52 | . 0752 | +0.23 | 1.0177 |  |
| 1300 | H | 7.5 |  | 1.951 | 0.32 | . 47 | . 68 | 1.04 | 60 | . 1033 |  |  | E | 18.8 | 23.7 | 5.8 | 4.2 | 0.0 | . 28 | 057 | 5 | 0.53 | . 0928 | +0.21 | 1.0177 |  |
| 1400 | G | 6.5 |  | $\underline{2.103}$ | 0.28 | . 56 | . 80 | . 95 | 55 | . 1175 |  |  | D | 19.8 | 23.6 | 6.0 | 4.6 | 0.2 | . 16 | 059 | 4 | 0.54 | . 1016 | +0.12 | 1.0177 |  |
| 1500 | F | 6.0 |  | $\underline{2.195}$ | 0.28 | . 64 | . 90 | . 72 | 55 | . 1281 |  |  | D | 20.0 | 23.5 | 6.5 | 5.3 | 1.4 | . 08 | 057 | 3 | 0.54 | . 1086 | +0.01 | 1.0177 |  |
| 1600 | F | 7.0 | . 372 | $\underline{2.164}$ | 0.32 | . 68 | . 95 | . 53 | 30 | . 1263 | -0.85 |  | D | 20.0 | 23.5 | 7.0 | 6.0 | 1.2 | . 00 | 046 | 3 | 0.52 | . 1069 | -0.08 | 1.0177 | 2.6318 |
| 1700 | G | 10.5 |  | 2.042 | 0.44 | . 66 | . 91 | . 45 | 25 | . 1104 |  |  | D | 20.7 | 23.6 | 7.3 | 6.5 | 0.2 | . 06 | 040 | 2 | 0.46 | . 1016 | -0.16 | 1.0176 |  |
| 1800 | I | 15.0 |  | 1.859 | 0.56 | . 57 | . 74 | . 38 | 25 | . 0840 |  |  | E | $\underline{21.5}$ | 23.7 | 7.2 | 7.0 | 0.0 | . 13 | 078 | 2 | 0.41 | . 0822 | -0.20 | 1.0176 |  |
| 1900 | J | 20.0 |  | 1.646 | 0.72 | . 44 | . 54 | . 32 | 25 | . 0594 |  |  | E | 22.0 | 23.9 | 6.8 | 7.6 | 0.0 | . 20 | 198 | 2 | 0.34 | . 0540 | -0.23 | 1.0175 |  |
| 2000 | K | 23.0 |  | 1.402 | 0.80 | . 30 | . 35 | . 30 | 30 | . 0402 |  |  | F | $\underline{22.2}$ | 24.0 | 6.0 | 8.0 | 0.0 | . 18 | $\underline{220}$ | $\underline{2}$ | 0.28 | . 0122 | -0.22 | 1.0175 |  |
| 2100 | K | $\underline{23.0}$ |  | 1.280 | 0.76 | . 24 | . 34 | . 31 | 30 | . 0402 |  |  | H | 21.8 | 24.1 | 5.5 | 8.0 | $\underline{0.0}$ | . 09 | 198 | 2 | 0.20 | . 0087 | -0.11 | 1.0176 |  |
| 2200 | L | $\underline{20.0}$ | . 291 | 1.189 | 0.64 | . 26 | . 37 | . 35 | 30 | . 0454 | -0.15 |  | I | $\underline{21.6}$ | 24.0 | 5.4 | 7.8 | 0.0 | . 00 | 195 | $\underline{2}$ | 0.17 | . 0244 | 0.00 | 1.0177 | 2.6407 |
| 2300 | K | 21.0 |  | 1.250 | 0.52 | . 30 | . 44 | . 38 | 35 | . 0454 |  |  | H | 22.0 | 23.8 | 5.6 | 7.6 | 0.0 | . 16 | 204 | 2 | 0.22 | . 0314 | +0.09 | 1.0177 |  |



DATE: 08/27/66

| Time <br> hrs | B |  | $\begin{aligned} & \overline{\mathrm{D}} \\ & \mathrm{~mm} \end{aligned}$ | $\varepsilon_{t}$ |  | $\overline{\mathrm{u}}_{\mathrm{b}}$ | $\mathrm{H}_{\mathrm{bs}}$ | $\mathrm{H}_{\mathrm{s}}$ | $\begin{aligned} & \bar{\ell}_{\mathrm{b}} \\ & \mathrm{~m} \end{aligned}$ | $\begin{gathered} \bar{m} \\ (\tan ) \end{gathered}$ | $\begin{aligned} & Q_{f} \\ & \mathrm{~m}^{3} \end{aligned}$ |  | S | $\begin{aligned} & \mathrm{t}_{\mathrm{a}} \\ & (\cdot \mathrm{c}) \end{aligned}$ | $\begin{gathered} t_{w} \\ (\cdot c) \end{gathered}$ | $\begin{aligned} & \overline{\mathrm{T}}_{\mathrm{b}} \\ & \mathrm{sec} \end{aligned}$ | $\left\lvert\, \begin{array}{c\|} \mathrm{T}_{\mathrm{s}} \\ \mathrm{sec} \end{array}\right.$ |  | $\bar{v}$ $\frac{m}{\text { mec }}$ | $\mathrm{W}_{\text {d }} \mathrm{C}$ | $\mathrm{W}_{\text {W }}^{\text {s }}$ | $\vec{z}$ | $\begin{aligned} & \bar{a}_{b} \\ & (\tan ) \end{aligned}$ | $\begin{aligned} & n \\ & \mathrm{~m} \\ & \frac{\mathrm{hr}}{} \end{aligned}$ | $\begin{gathered} { }_{\ell}^{\mathrm{e}} \\ \mathrm{~g} / \mathrm{cm}^{3} \end{gathered}$ | $\mathrm{g}^{\mathrm{c}} \mathrm{cm}^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0000 | K | 21.0 |  | $\underline{1.189}$ | 0.68 | . 16 | . 27 | . 30 | 30 | . 0524 |  | . 00 | H | 23.3 | 23.7 | 5.6 | 8.0 | 0.0 | . 25 | 208 | 2 | 0.28 | . 1477 | 0.00 | 1.0169 |  |
| 0100 | $\underline{K}$ | 20.5 | $\underline{.222}$ | $\underline{1.280}$ | 0.60 | . 15 | . 30 | . 30 | 30 | . 0559 | +0.76 | . 00 | H | 23.2 | 23.7 | 5.8 | 8.0 | 0.0 | . 33 | 212 | 2 | $\underline{0.26}$ | . 1405 | +0.07 | 1.0171 | 2.6356 |
| 0200 | J | 18.0 |  | $\underline{1.341}$ | 0.44 | . 19 | . 35 | . 30 | 40 | . 0647 |  | . 00 | H | 23.2 | 23.8 | 5.8 | 8.0 | 0.0 | . 48 | 222 | 2 | 0.28 | . 1228 | +0.10 | 1.0172 |  |
| 0300 | I | 12.0 |  | 1.494 | 0.30 | . 26 | . 41 | . 30 | 45 | . 0770 |  | . 00 | G | 23.1 | 23.8 | 5.8 | 8.0 | 0.0 | . 57 | 237 | 1 | 0.29 | . 1052 | +0.25 | 1.0174 |  |
| 0400 | H | 7.5 |  | 1.798 | 0.28 | . 32 | . 47 | . 30 | 50 | . 0875 |  | . 00 | E | 22.8 | 23.8 | 5.8 | 8.0 | 0.0 | . 60 | 249 | $\underline{1}$ | 0.30 | . 0875 | +0.27 | 1.0176 |  |
| 0500 | H | 8.0 |  | 1.859 | 0.40 | . 35 | . 50 | . 28 | 50 | . 0910 |  | . 00 | E | 22.0 | 23.6 | 5.7 | 8.3 | 3.6 | . 55 | 265 | 1 | $\underline{0.36}$ | . 0734 | +0.03 | 1.0178 |  |
| 0600 | $\underline{I}$ | 14.5 | . 244 | $\underline{1.859}$ | 0.56 | . 35 | . 53 | . 25 | 50 | . 0840 | -0.85 | -. 04 | D | 21.0 | 23.5 | 5.8 | 8.9 | 4.7 | . 44 | 278 | 1 | $\underline{0.40}$ | . 0612 | 0.00 | 1.0179 | 2.6319 |
| 0700 | I | 19.0 |  | $\underline{1.829}$ | 0.64 | . 35 | . 54 | . 22 | 55 | . 0734 |  | -. 02 | D | 20.5 | 23.3 | 6.1 | 9.4 | 2.9 | . 28 | 285 | 2 | 0.38 | . 0524 | -0.11 | 1.0181 |  |
| 0800 | J | 19.0 |  | 1.676 | 0.60 | . 35 | . 54 | . 20 | 60 | . 0612 |  | . 11 | E | 20.4 | 23.0 | 6.4 | 10.0 | 0.0 | . 10 | 291 | 2 | 0.31 | . 0489 | -0.17 | 1.0182 |  |
| 0900 | J | 17.0 |  | 1.494 | 0.60 | . 35 | . 61 | . 20 | 60 | . 0540 |  | . 28 | $\underline{F}$ | 20.7 | 22.8 | 6.6 | 10.5 | 0.0 | . 00 | 296 | 3 | 0.28 | . 0559 | -0.20 | 1.0183 |  |
| 1000 | L | 21.0 |  | $\underline{1.280}$ | 0.60 | . 40 | . 70 | . 20 | 60 | . 0489 |  | . 40 | G | 21.2 | 22.8 | 6.8 | 11.2 | 0.0 | . 08 | 307 | $\underline{3}$ | 0.32 | . 0630 | -0.19 | 1.0183 |  |
| 1100 | $\begin{aligned} & M+ \\ & 15 \end{aligned}$ | 38.0 |  | $\underline{1.128}$ | 0.68 | . 46 | . 80 | . 20 | 60 | . 0472 |  | . 52 | H | 21.9 | 23.1 | 7.2 | 11.6 | 0.0 | . 16 | 307 | 3 | 0.40 | . 0857 | -0.09 | 1.0183 |  |
| 1200 | $\begin{aligned} & M+ \\ & 30 \end{aligned}$ | 57.0 | . 187 | 1.097 | 0.64 | . 54 | . 86 | . 21 | 60 | . 0454 | +1.04 | . 58 | $\underline{H}$ | 22.8 | 23.4 | 7.6 | 12.1 | 0.0 | . 22 | 312 | 2 | 0.45 | . 0963 | 0.00 | 1.0182 | 2.6516 |
| 1300 | $\left\lvert\, \begin{aligned} & M+ \\ & 15 \end{aligned}\right.$ | 44.0 |  | $\underline{1.189}$ | 0.56 | . 56 | . 86 | . 22 | 60 | . 0437 |  | . 60 | G | 23.9 | 23.8 | 8.2 | 12.6 | 0.0 | . 30 | 316 | 2 | 0.46 | . 1033 | +0.12 | 1.0182 |  |
| 1400 | M | 29.0 |  | 1.341 | 0.48 | . 54 | . 78 | . 26 | 60 | . 0454 |  | . 57 | G | 25.0 | 24.4 | 8.6 | 13.2 | 0.0 | . 34 | 319 | $\underline{2}$ | 0.48 | . 1016 | +0.19 | 1.0181 |  |
| 1500 | J | 18.0 |  | 1.585 | 0.36 | . 46 | . 65 | . 28 | 60 | . 0489 |  | . 50 | F | 26.6 | 24.7 | 9.0 | 13.6 | 1.2 | . 38 | 317 | 2 | 0.50 | . 0963 | +0.26 | 1.0178 |  |
| 1600 | $\underline{1}$ | 12.0 |  | 1.676 | 0.30 | . 39 | . 56 | . 30 | 60 | . 0559 |  | . 38 | E | 27.6 | 24.8 | 9.1 | 13.8 | 2.8 | . 42 | 308 | 2 | 0.51 | . 0910 | +0.23 | 1.0175 |  |
| 1700 | I | 9.5 |  | 1.920 | 0.36 | . 38 | . 56 | . 31 | 70 | . 0840 |  | . 22 | D | 26.8 | 24.9 | 9.0 | 13.8 | 3.8 | . 45 | 292 | 2 | 0.52 | . 1210 | +0.16 | 1.0175 |  |
| 1800 | $\underline{1}$ | 10.5 | . 324. | 2.103 | 0.40 | . 43 | . 61 | . 35 | 90 | . 0963 | +2.25 | . 10 | C | 26.0 | 24.9 | 9.2 | 13.8 | 4.2 | . 47 | 267 | 2 | 0.51 | . 1548 | 0.00 | 1.0174 | 2.6331 |
| 1900 | I | 14.5 |  | 2.164 | 0.60 | . 46 | . 66 | . 38 | 105 | . 0928 |  | -. 02 | c | 25.0 | 24.8 | 9.2 | 13.8 | 3.5 | . 48 | 245 | 2 | 0.48 | . 1908 | -0.08 | 1.0174 |  |
| 2000 | J | 21.0 |  | $\underline{2.073}$ | 0.76 | . 48 | . 70 | . 42 | 115 | . 0734 |  | $\underline{-.03}$ | D | 24.5 | 24.6 | 9.4 | 13.8 | 2.4 | . 51 | 229 | 2 | $\underline{0.45}$ | . 2259 | -0.17 | 1.0173 |  |
| 2100 | K | 23.0 |  | 1.920 | 0.80 | . 46 | . 64 | . 38 | 120 | . 0594 |  | $\underline{-.03}$ | D | 24.1 | 24.4 | 9.5 | 13.8 | 0.0 | . 50 | 223 | 2 | 0.40 | . 2254 | -0.22 | 1.0174 |  |
| 2200 | L | 21.0 |  | 1.707 | 0.68 | . 41 | . 48 | . 36 | 110 | . 0489 |  | $\underline{-.03}$ | E | 23.8 | 24.2 | 9.8 | 13.8 | 0.0 | . 49 | 233 | $\underline{3}$ | 0.34 | . 2016 | -0.21 | 1.0175 |  |
| 2300 | $\left\lvert\, \begin{aligned} & M+ \\ & 15 \end{aligned}\right.$ | 18.0 |  | 1.433 | 0.60 | . 31 | . 31 | . 32 | 95 | . 0415 |  | $\underline{-.05}$ | F | 23.6 | 24.0 | 10.2 | 13.8 | 0.0 | . 49 | 240 | 3 | 0.25 | . 1817 | -0.19 | 1.0176 |  |


| $a^{\infty} \frac{m}{\infty}$ | $\begin{aligned} & n \\ & \stackrel{m}{n} \\ & \underset{\sim}{n} \\ & \dot{\sim} \end{aligned}$ |  |  |  |  |  | $\begin{aligned} & \underset{N}{n} \\ & \underset{N}{n} \\ & \dot{N} \end{aligned}$ |  |  |  |  |  | $\begin{aligned} & m \\ & \underset{T}{1} \\ & \stackrel{y}{n} \\ & \dot{N} \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a^{\alpha}{ }^{\frac{\text { n }}{\text { 見 }}}$ | $\begin{array}{l\|l} \infty & \infty \\ \sim & n \\ 0 & -1 \\ \vdots & - \\ -i & -1 \\ \hline \end{array}$ | $\begin{aligned} & 9 \\ & \hline-1 \\ & 0 \\ & -1 \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{i}{-1} \\ & \underset{i}{-1} \end{aligned}$ | $\begin{array}{l\|} \hline \\ \infty \\ -1 \\ 0 \\ -1 \\ \hline \end{array}$ | $\begin{aligned} & 0 \\ & \infty \\ & -1 \\ & -1 \\ & -1 \end{aligned}$ | $\begin{aligned} & 0 \\ & \infty \\ & -1 \\ & -1 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & \infty \\ & -1 \\ & 0 \\ & i \\ & \hline 1 \end{aligned}$ | $\begin{array}{l\|} 0 \\ \infty \\ -1 \\ 0 \\ -1 \end{array}$ | $\begin{aligned} & \text { on } \\ & -1 \\ & 0 \\ & -1 \\ & \hline \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{-} \\ & - \\ & -1 \end{aligned}$ | $\begin{gathered} \underset{\sim}{N} \\ \underset{i}{\prime} \\ \hline \end{gathered}$ | $\begin{aligned} & 0 \\ & \stackrel{1}{-1} \\ & i \\ & i \end{aligned}$ | $\begin{gathered} n \\ i \\ -1 \\ i \end{gathered}$ | $\begin{array}{r} n \\ -1 \\ 0 \\ -1 \\ \hline \end{array}$ | $$ | $\left.\begin{gathered} m \\ -1 \\ 0 \\ -1 \end{gathered} \right\rvert\,$ | $\begin{gathered} m \\ i \\ 0 \\ i \end{gathered}$ | $\begin{aligned} & \text { N } \\ & \text { - } \\ & \mathbf{-} \end{aligned}$ | $\begin{aligned} & N \\ & \underset{\sim}{1} \\ & \mathbf{O} \\ & -i \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \underset{-1}{+} \end{aligned}$ | $\left. \right\rvert\,$ | $\stackrel{n}{\sim}$ | $\stackrel{n}{N}$ |
| F 日 | $\begin{array}{ll} \infty & 0 \\ 0 & 0 \\ 0 & 0 \\ 1 & \end{array}$ | $\begin{aligned} & \text { 간 } \\ & \dot{+} \end{aligned}$ | $\begin{aligned} & 9 \\ & \underset{1}{1} \\ & \dot{4} \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \text { N } \\ & \dot{+} \end{aligned}$ | $\begin{aligned} & + \\ & + \\ & 0 \\ & + \end{aligned}$ | $\begin{aligned} & \text { } \\ & \dot{0} \\ & + \end{aligned}$ | $\begin{aligned} & \text { N } \\ & 0 \\ & i \end{aligned}$ | $\begin{aligned} & n \\ & \dot{0} \\ & i \end{aligned}$ |  | $\begin{aligned} & 0 \\ & \text { N } \\ & 0 \\ & i \end{aligned}$ | $\stackrel{n}{i}$ | $\begin{aligned} & 8 \\ & 0 \\ & 0 \\ & i \end{aligned}$ | $\begin{aligned} & 8 \\ & 0 \\ & 0 \end{aligned}$ | 0 $\vdots$ + + | ก + + + | $n$ $\vdots$ 0 + | N + + | $\pm$ $\vdots$ + + | 8 | $\stackrel{m}{7}$ | $\xrightarrow{9}$ | $\stackrel{\sim}{\sim}$ | $\stackrel{+}{\sim}$ |
| 10 م哭 | $$ | OZ9T• | $\begin{aligned} & 0 \\ & 0 \\ & \infty \\ & -1 \end{aligned}$ | 4 $\square$ $\cdots$ | $\begin{aligned} & 0 \\ & \stackrel{N}{N} \\ & \underset{\sim}{1} \\ & \hline \end{aligned}$ | $\begin{aligned} & -\quad- \\ & \infty \\ & -1 \end{aligned}$ | $\begin{aligned} & n \\ & n \\ & \infty \\ & ! \end{aligned}$ | $\begin{aligned} & \stackrel{-}{-1} \\ & \underset{-1}{\prime} \end{aligned}$ | $\begin{aligned} & \text { on } \\ & \text { on } \\ & \cdots \\ & r \end{aligned}$ | $\begin{aligned} & o \\ & \underset{\sim}{n} \\ & r \\ & \hline \end{aligned}$ | Q <br>  <br>  | $\begin{aligned} & \text { on } \\ & \underset{\sim}{2} \\ & \underset{H}{1} \end{aligned}$ | $\begin{aligned} & \underset{+}{\infty} \\ & \underset{\sim}{-1} \end{aligned}$ | $\begin{aligned} & \stackrel{4}{N} \\ & \underset{\sim}{1} \\ & \hline \end{aligned}$ | $$ | $\begin{aligned} & \infty \\ & \infty \\ & \underset{r}{-} \\ & \hline \end{aligned}$ | $\begin{aligned} & \infty \\ & \underset{\sim}{\mathrm{N}} \\ & \stackrel{1}{4} \\ & \hline \end{aligned}$ | N － $\cdots$ | N － $\cdots$ | त | a － － | N $\cdots$ | N － － |
| IN | $\stackrel{\infty}{\infty}$ | － | $\stackrel{\infty}{\sim}$ | $\stackrel{ \pm}{+1}$ | $\stackrel{ \pm}{\text { 寸 }}$ | $\stackrel{0}{0}$ | － | $\begin{aligned} & \infty \\ & \stackrel{\infty}{\circ} \\ & \hline 0 \end{aligned}$ | － | ＋ | $\begin{aligned} & -1 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \stackrel{0}{0} \end{aligned}$ | 4 0 0 | －1 | $\stackrel{\infty}{0}$ | $\pm$ <br> $\vdots$ <br> 0 | $\stackrel{\bigcirc}{\bigcirc}$ | U． | 8 0 0 | ñ | 융 | ＋ | $\stackrel{\rightharpoonup}{\text { F }}$ |
| $3{ }^{\infty}$ 目爫 | $m m$ | m | m！ | m | m | ml | m | N | N | $\sim$ | $\sim$ | $\sim$ | N1 | $\sim$ | $\sim$ | $\sim$ | N1 | N1 | $\sim$ | N | N | N | N |
| $3^{\circ} \mathrm{O}$ | $$ | $\begin{aligned} & -1 \\ & N \\ & \hline \end{aligned}$ | $\begin{aligned} & N \\ & 0 \\ & \underset{N}{\mid} \end{aligned}$ | $\begin{aligned} & \text { T } \\ & \text { N } \\ & \text { N } \end{aligned}$ | $\begin{aligned} & \text { to } \\ & \text { N } \\ & \hline \end{aligned}$ | $\begin{aligned} & \infty \\ & 0 \\ & 0 \\ & \stackrel{1}{2} \end{aligned}$ | $\begin{aligned} & N \\ & \sim \\ & N \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\circ}{\mathrm{N}} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & -1 \\ & m \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \mathrm{n} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { g } \\ & \mathrm{n} \end{aligned}$ | $\begin{array}{l\|} \hline 0 \\ \mathrm{o} \\ \mathrm{n} \end{array}$ | $\begin{aligned} & 4 \\ & 8 \\ & \hline \end{aligned}$ | $\stackrel{ \pm}{\mathrm{O}}$ | $\begin{aligned} & \mathrm{y} \\ & \mathbf{0} \end{aligned}$ | $\begin{array}{\|c\|} -1 \\ \infty \\ \hline \end{array}$ | $\begin{gathered} \text { à } \\ \underset{\sim}{7} \end{gathered}$ | $\begin{aligned} & 0 \\ & 0 \\ & -1 \\ & \hline \end{aligned}$ | $\begin{gathered} \text { a } \\ \text { and } \\ \hline \end{gathered}$ | ते | $\xrightarrow{\sim}$ | ก |
|  | $\stackrel{\infty}{\sim}$ | $\stackrel{\square}{\square}$ | ث． | $\stackrel{\infty}{\infty}$ | $\cdots$ | $\stackrel{\square}{?}$ | N | $\stackrel{-1}{1}$ | $\stackrel{1}{\sim}$ | $\stackrel{\infty}{0}$ | $\stackrel{0}{\circ}$ | 9．1 | ？ | $\stackrel{\infty}{n}$ | $\because$ | $\stackrel{n}{\sim}$ | $\stackrel{\sim}{\infty}$ | $\stackrel{\sim}{\infty}$ | $\stackrel{\infty}{\infty}$ | $\stackrel{\infty}{\infty}$ | $\stackrel{\downarrow}{\infty}$ | $\stackrel{0}{\square}$ | $\stackrel{\infty}{0}$ |
| コ 日 | $\begin{array}{ll} 0 & 0 \\ 0 & 0 \\ \hline \end{array}$ | $0$ | $\begin{aligned} & 0 \\ & \text { N } \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | 분 | $\begin{aligned} & n \\ & \dot{n} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & i \\ & i \end{aligned}$ | $\begin{aligned} & 01 \\ & 0 \\ & 0 \end{aligned}$ | $0$ | $\begin{aligned} & 0 \\ & 0 \end{aligned}$ | $0$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & \hline \end{aligned}$ | $0$ | $\begin{gathered} +1 \\ N \end{gathered}$ | $\begin{gathered} 0 \\ i \end{gathered}$ | $\stackrel{n}{n}$ | $\begin{aligned} & N \\ & -1 \end{aligned}$ | $\stackrel{\rightharpoonup}{0}$ | $0$ | $\begin{aligned} & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\bigcirc$ |
| $\mathrm{H}^{\infty}$¢ | $\infty$ $\stackrel{r}{\infty}$ <br> $n$ $n$ <br> $n$ $r$ | $\begin{aligned} & n \\ & \dot{n} \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{r} \\ & \dot{r} \end{aligned}$ | $\begin{array}{l\|} 0 \\ \dot{n} \\ i \end{array}$ | $\begin{aligned} & 0 \\ & \cdots \\ & \cdots \end{aligned}$ | $\begin{aligned} & \stackrel{\circ}{\mathrm{r}} \\ & \stackrel{1}{2} \end{aligned}$ | $\begin{aligned} & 0 \\ & \dot{o} \\ & \end{aligned}$ | $\begin{aligned} & 0 \\ & \dot{n} \\ & \underset{n}{\mid} \end{aligned}$ | $\begin{aligned} & \mathrm{N} \\ & \mathrm{~N} \\ & \mathrm{H} \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \stackrel{1}{n} \\ & \hline \end{aligned}$ | $\begin{aligned} & N \\ & \underset{\sim}{N} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & \underset{1}{1} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & \dot{1} \\ & +1 \end{aligned}$ | $\begin{array}{r} 0 \\ \text { r } \\ \text { rid } \end{array}$ |  |  | $\begin{aligned} & 0 \\ & \stackrel{1}{-1} \\ & \hline \end{aligned}$ | $\begin{array}{r} 0 \\ \dot{1} \\ \underset{\sim}{1} \end{array}$ | $\begin{gathered} 0 \\ \stackrel{0}{\sim} \\ \hline \end{gathered}$ | $\begin{aligned} & 0 \\ & \sim \\ & \sim \\ & \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & \sim \\ & \sim \\ & \hline \end{aligned}$ | $\begin{array}{r} 0 \\ \text { i } \\ \hline \end{array}$ | $\begin{aligned} & 0 \\ & -\quad \\ & -1 \end{aligned}$ |
| 160 | 0 $\infty$ <br> 0 0 <br> 0 0 <br> -1 0 | $\begin{aligned} & \infty \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & \hdashline \end{aligned}$ | $\begin{aligned} & 0 \\ & -1 \\ & -1 \end{aligned}$ | $\begin{aligned} & 0 \\ & -1 \\ & -1 \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{-} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{+}{0} \\ & - \\ & \hline \end{aligned}$ |  | $\begin{aligned} & + \\ & 0 \\ & -1 \end{aligned}$ | $\begin{aligned} & + \\ & 0 \\ & + \\ & \hline \end{aligned}$ | $\begin{array}{r} + \\ \dot{0} \\ -1 \end{array}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & i \\ & i \end{aligned}$ | $\begin{array}{r} 0 \\ -i \\ -1 \end{array}$ | N <br> N <br> r |  | $\begin{aligned} & \mathrm{H} \\ & \stackrel{1}{2} \\ & \underset{\sim}{2} \end{aligned}$ | $\begin{aligned} & 0 \\ & -1 \\ & -1 \end{aligned}$ | $\begin{aligned} & 0 \\ & - \\ & -1 \end{aligned}$ | $\begin{aligned} & \infty \\ & 0 \\ & 0 \\ & \hline 1 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{array}{r} \mathrm{N} \\ 0 \\ \hline \end{array}$ | $\begin{aligned} & \infty \\ & \dot{\infty} \end{aligned}$ |
| $5^{3}$ 方 | $\begin{array}{ll} 0 & 0 \\ \dot{N} & \dot{N} \end{array}$ | $\begin{aligned} & \dot{9} \\ & \underset{\sim}{n} \end{aligned}$ | $\begin{aligned} & \dot{\alpha} \\ & \dot{N} \end{aligned}$ | $\begin{aligned} & \sigma \\ & \dot{N} \end{aligned}$ | $\dot{\infty}$ | $\stackrel{N}{N}$ | $\begin{aligned} & \dot{o} \\ & \underset{\sim}{n} \end{aligned}$ | $\dot{n}$ | $\begin{gathered} \dot{+} \\ \stackrel{\sim}{\mathrm{N}} \end{gathered}$ | $\stackrel{\sim}{\dot{N}}$ | $\begin{aligned} & \dot{\sim} \\ & \stackrel{N}{N} \end{aligned}$ | $\begin{aligned} & \text { in } \\ & \text { N } \end{aligned}$ | $\left.\begin{aligned} & N \\ & N \\ & N \end{aligned} \right\rvert\,$ | $\stackrel{m}{n}$ | $\begin{gathered} n \\ \text { n } \\ \sim \end{gathered}$ |  | $\stackrel{m}{n}$ | $\begin{gathered} N \\ v \\ N \\ N \end{gathered}$ | $\stackrel{H}{\sim}$ |  | $\begin{aligned} & \text { o } \\ & \dot{\sim} \end{aligned}$ | $\begin{aligned} & \infty \\ & \dot{4} \\ & \stackrel{1}{2} \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{J}{N} \end{aligned}$ |
| － | $\begin{array}{l\|l} N \\ \underset{N}{N} & \underset{\sim}{N} \\ \hline \end{array}$ | $\left.\begin{aligned} & N \\ & \sim \\ & \sim \\ & N \end{aligned} \right\rvert\,$ | $\begin{aligned} & 0 \\ & i \\ & i \end{aligned}$ | －1 | － | 잋 | n | － | Ǹ | nid | $\xrightarrow{-1}$ | 0 <br> 0 <br> 0 <br> 1 | $\stackrel{\square}{\circ}$ | $n$ $\sim$ $\sim$ | N | 0 0 0 1 | 0 0 $\sim$ | c｜ | $\cdots$ | $\sim$ <br> $\vdots$ <br>  | ¢ | Ǹ | N |
| 4 | ¢ 出 | 0 | E | al | 0 | 0 | ค | a | E | 0 | 号 | د1 | \％ | د | 0 | 的1 | ［1］ | $\underline{\square}$ | ［1］ | ［1］ | ［1］ | E | 0 |
| a |  | O． 0 $i$ | 잉 | O！ | ¢ 0 $i$ | O－ $i$ | O 0 $i$ | ¢0． | ก | $\stackrel{\square}{?}$ | $\stackrel{\square}{\square}$ | $\stackrel{\infty}{\sim}$ | 인 | ก | $\stackrel{9}{\square}$ | $\cdots$ | $\stackrel{\sim}{*}$ | $\stackrel{9}{1}$ | -1 $i$ | O． $i$ | J $i$ $i$ | O i | il |
| $0^{4 \prime \prime}$ | M + + |  |  |  |  |  | $\begin{aligned} & m \\ & \stackrel{m}{+} \\ & + \end{aligned}$ |  |  |  |  |  | $\begin{aligned} & \mathrm{m} \\ & 0 \\ & i \end{aligned}$ |  |  |  |  |  |  | $\begin{aligned} & \infty \\ & \stackrel{\infty}{+} \\ & + \end{aligned}$ |  |  |  |
| 1日 号 | $\begin{array}{ll} \hat{0} & 0 \\ \vdots & y \\ 0 & 0 \\ 0 & 0 \end{array}$ | $\begin{aligned} & \hat{0} \\ & 0 \\ & 0 \end{aligned}$ | $N$ 0 J 0 | $\begin{gathered} \hat{\sim} \\ \underset{J}{0} \\ \hline \end{gathered}$ | $\begin{aligned} & \mathrm{N} \\ & \mathrm{in} \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { N } \\ & 0 \\ & 0 \\ & \hline 0 \end{aligned}$ | $\begin{aligned} & N \\ & \underset{O}{-} \\ & \hline \end{aligned}$ | $\begin{gathered} \sim \\ \infty \\ 0 \\ 0 \\ \hline \end{gathered}$ | $\begin{aligned} & \text { N } \\ & \text { bo } \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 10 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \hat{O} \\ & 0 \\ & 0 \end{aligned}$ | $\left.\begin{aligned} & N \\ & N \\ & 0 \\ & 0 \end{aligned} \right\rvert\,$ | $\begin{array}{l\|} N \\ \stackrel{\rightharpoonup}{t} \end{array}$ | $\begin{aligned} & \text { a } \\ & \stackrel{1}{3} \\ & 0 \end{aligned}$ | $\begin{aligned} & N \\ & \mathbf{J} \\ & 0 \end{aligned}$ | $\begin{aligned} & N \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \text { ơ } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { no } \\ & \text { ò } \\ & 0 \end{aligned}$ | $\begin{gathered} n \\ \underset{\sim}{r} \\ \hline \end{gathered}$ | 0 $\sim$ - $\square$ | $$ | $\stackrel{n}{\infty}$ | N |
| 120 | 이 8 | － | $\cdots$ | $\cdots$ | $\bigcirc$ | $\bigcirc$ |  | 이 | 8 | ¢2 | ${ }_{\sim}^{\circ}$ | $\begin{aligned} & 8 \\ & 0 \\ & -1 \end{aligned}$ | $\begin{aligned} & 8 \\ & 0 \\ & -1 \end{aligned}$ | $\begin{gathered} n \\ 0 \\ -1 \end{gathered}$ | $\stackrel{\text {－}}{\text {－}}$ | $\stackrel{n}{n}$ | $\begin{aligned} & \text { n } \\ & n \\ & n \end{aligned}$ | $\xrightarrow{\sim}$ | $\xrightarrow{8}$ | $\stackrel{\sim}{4}$ | 年 | $\stackrel{\sim}{\infty}$ | 8 |
| $\square^{\infty} \times$ | 윢） | $\stackrel{7}{7}$ | 안 | $\stackrel{\infty}{n}$ | $\stackrel{\text { 앙 }}{ }$ | $\stackrel{\infty}{+}$ | $\stackrel{\sim}{\square}$ | 인 | $\stackrel{\infty}{\sim}$ | ก๊ | $\stackrel{n}{n}$ | 유․ | $\stackrel{\bigcirc}{+}$ | 윤 | ¢़． | $\stackrel{n}{n}$ | $\stackrel{\text { M }}{ }$ | $\stackrel{\infty}{0}$ | 8. | ǹ | ？ | 윤 | $\stackrel{\text { T }}{ }$ |
| 国园 | ํ．｜N | ก． | 우？ | 윤 | $\stackrel{\infty}{?}$ | กn | $\stackrel{\text { 안 }}{ }$ | $\stackrel{n}{7}$ | $\stackrel{\infty}{饣}$ | べ | ก゙ | $\stackrel{\rightharpoonup}{\text { ¢ }}$ | n． | $\stackrel{\checkmark}{+}$ | N | n！ | ก？ | $\stackrel{4}{5}$ | ก | ？ | $\stackrel{\sim}{\square}$ | $\stackrel{\Im}{\text { T }}$ | $\stackrel{\text { T }}{\text {＋}}$ |
| 100 | $\stackrel{\text { ¢ }}{\text { ¢ }}$ | ก | N | $\stackrel{\sim}{\sim}$ | $\stackrel{\infty}{\text { ¢ }}$ | $\stackrel{4}{\sim}$ | ¢ิ． | ก | $\stackrel{\sim}{\sim}$ | さ | $\stackrel{\sim}{\sim}$ | ¢． | ल． | $\stackrel{\square}{\text {＋}}$ | $\stackrel{ }{\text { ？}}$ | － | 5． | $\stackrel{\text { ？}}{ }$ | $\stackrel{\checkmark}{\text { J }}$ | ก | ？ | ¢ | ¢ |
| ᄃ 日 |  | $\stackrel{\infty}{+}$ |  | 앙 | Ñ | \＄0 | ＋ | 8 0 0 0 | ！ | N | N 0 | 융 | ก1 |  |  |  |  |  |  |  |  |  |  |
| 吅 |  | －10 | $m$ + + $\sim$ | 0 $\vdots$ $\vdots$ $i$ | 0 <br> 0 <br> 0 <br> $\vdots$ | -1 $\vdots$ -1 | -1 0 $\vdots$ $\cdots$ | ond 0 $\vdots$ $i$ |  |  | 일 <br>  |  | $\infty$ $\sim$ -1 -1 |  | m $\sim$ $\sim$ $i$ | 0 0 $\vdots$ $i$ | 이 $\sim$ $\sim$ | 0 <br> $\vdots$ <br> $\vdots$ <br> 1 | $T$ 0 $\vdots$ $\cdots$ N | n $\hat{0}$ $\dot{N}$ | 잇 | N $\sim$ $\sim$ $\sim$ | $\stackrel{m}{7}$ $\underset{i}{1}$ |
| 10 首 | 0 $\square$ $!$ |  |  |  |  |  | $\stackrel{0}{0}$ |  |  |  |  |  | กิ｜ |  |  |  |  |  |  |  |  |  |  |
| －日 | $\left.\begin{array}{ll} 0 & n \\ 0 & n \\ -1 & n \end{array} \right\rvert\,$ | 0 0 -1 | $\begin{aligned} & 0 \\ & \stackrel{0}{-1} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{-1}{n} \\ & n \end{aligned}$ | $\begin{aligned} & ? \\ & 0 \\ & -1 \end{aligned}$ | $\begin{aligned} & n \\ & 6 \\ & 6 \end{aligned}$ | $\stackrel{r}{n} \underset{\sim}{n}$ | $\left.\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & N \end{aligned} \right\rvert\,$ | $\begin{aligned} & 0 \\ & 0 \\ & \text { i } \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\left.\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned} \right\rvert\,$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & +1 \end{aligned}$ | $$ | － | O1 $\vdots$ 4 | 0 | $\begin{aligned} & 0 \\ & \text { i} \\ & \text { N } \end{aligned}$ | $\begin{aligned} & 0 \\ & \mathrm{~N} \end{aligned}$ | － | － | － | ヘั่ |
| $\infty$ | 去仿 却｜ | 圭品 | $\Sigma$ | $\square$ | $\square$ | H | H1 | －1 | $\xrightarrow{-1}$ | $\Sigma$ | 克号 | 去心 | 去우 | 趗 | 去へ | 走岛 | 去へ | $\xrightarrow{-1}$ | $\square$ | $\square$ | 7 | $x$ | $x$ |
|  | $\begin{array}{ll} 8 & 8 \\ 8 & 0 \\ 0 \end{array}$ | $\begin{aligned} & \text { O} \\ & \text { N} \\ & \hline 0 \end{aligned}$ | $\begin{aligned} & \circ \\ & \hline \text { ○ } \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 8 \\ & \text { Hi } \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 8 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 8 \\ & \frac{8}{0} \end{aligned}$ | $\begin{aligned} & 0 \\ & \text { O } \\ & \hline 0 \end{aligned}$ | 8 8 8 0 | $\begin{aligned} & 8 \\ & 8 \\ & -1 \end{aligned}$ | $\begin{aligned} & 8 \\ & \text { ㅇ } \\ & \text { - } \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \text { N } \\ & \text { - } \end{aligned}$ | $\begin{aligned} & \circ \\ & \stackrel{8}{\mathrm{H}} \\ & \text { 1 } \end{aligned}$ | $\begin{aligned} & 8 \\ & \hline \\ & \underset{1}{\prime} \end{aligned}$ | $\begin{aligned} & 8 \\ & 0 \\ & H \\ & H \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & -1 \end{aligned}$ | $\underset{\sim}{8}$ | $\begin{aligned} & 8 \\ & \infty \\ & -1 \\ & -1 \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & \text { i } \end{aligned}$ | $\begin{aligned} & \mathrm{B} \\ & \stackrel{\text { N }}{ } \end{aligned}$ | $\begin{aligned} & 8 \\ & \text { H } \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \text { N } \\ & \text { N } \end{aligned}$ | － |

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline $00^{\infty} \frac{8}{8}$ \& \& $$
\begin{aligned}
& \stackrel{\rightharpoonup}{7} \\
& \overrightarrow{0} \\
& \dot{0}
\end{aligned}
$$ \& \& \& \& \& $$
\begin{aligned}
& \text { N} \\
& \underset{\sim}{0}
\end{aligned}
$$ \& \& \& \& \& \& $$
\begin{aligned}
& \infty \\
& \mathbf{N}_{0}^{\infty}
\end{aligned}
$$ \& \& \& \& \& \& $$
\begin{aligned}
& \circ \\
& 0 \\
& \vdots \\
& \dot{\sim}
\end{aligned}
$$ \& \& \& <br>
\hline $c^{2} \frac{\text { 賋 }}{\infty}$ \&  \& $$
\begin{aligned}
& 0 \\
& \stackrel{\rightharpoonup}{-} \\
& -1
\end{aligned}
$$ \&  \& \& $$
\begin{aligned}
& \hat{A} \\
& 0 \\
& \underset{i}{2}
\end{aligned}
$$ \& \& $$
\begin{array}{r}
0 \\
7 \\
0 \\
-1
\end{array}
$$ \& $$
\begin{aligned}
& \stackrel{\circ}{-1} \\
& \stackrel{-}{i} \\
& \hline
\end{aligned}
$$ \& $$
\begin{gathered}
n \\
\vdots \\
0 \\
i
\end{gathered}
$$ \& $$
\begin{array}{r}
\text { A } \\
\text { O } \\
\\
\hline
\end{array}
$$ \& － \& $\cdots$ \& $$
\begin{aligned}
& \text { N } \\
& \text { O } \\
& \text { in }
\end{aligned}
$$ \& N
－
i \& \& $$
\begin{gathered}
\text { n} \\
\underset{\sim}{2} \\
\underset{i}{2}
\end{gathered}
$$ \& n
$\substack{\text { a } \\ i \\ i}$ \&  \& $n$

$\vdots$

$i$ \& $$
\begin{aligned}
& \text { on } \\
& \underset{\sim}{3} \\
& \underset{i}{2}
\end{aligned}
$$ \& － \& $n$

$n$
0
0
$i$
$i$ <br>
\hline －日 \&  \& +
+
+

+ \& | N |
| :---: | :---: |
|  |
| N |
| + |
| + |
| + | \& \& \& \& $\stackrel{\infty}{\circ}$ \& \& \& \& $\stackrel{9}{7}$ \& 8 \& of

$\stackrel{1}{+}$

+ \& $\xrightarrow{\infty}$ \& \& n
＋
+ \& ने
+ 
+ \& ¢ \& 8 \& $\stackrel{\rightharpoonup}{7}$ \& $\stackrel{\sim}{\square}$ \& N <br>

\hline $$
10^{\circ} \text { 命 }
$$ \&  \& \[

\stackrel{ָ̈}{\substack{7}}

\] \&  \& \[

\stackrel{\sim}{\sim}

\] \& \[

$$
\begin{aligned}
& \text { ٌ. } \\
& \text { ? }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \circ \\
& \vdots \\
& \vdots
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
\stackrel{\rightharpoonup}{2} \\
\underset{7}{2}
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& \text { I-1 } \\
& \cdots \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \\
& \cdots \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \circ \\
& \underset{\sim}{1} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \stackrel{0}{7} \\
& \hline
\end{aligned}
$$

\] \& ज̛ \&  \& \[

$$
\begin{aligned}
& -1 \\
& \underset{\infty}{+} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& -\infty \\
& \underset{\sim}{1}
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
n \\
\underset{7}{1} \\
\hline
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& \text { N } \\
& \underset{7}{7}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { ๙ } \\
& \underset{7}{7}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \stackrel{0}{0} \\
& \underset{7}{2}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \hat{\sim} \\
& \infty \\
& \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \circ \\
& \text { o } \\
& \cdots \\
& \hline
\end{aligned}
$$
\] \& $\stackrel{\text { g }}{\substack{\text { a } \\ \hline}}$ <br>

\hline IN \& $$
\begin{array}{l|l}
0 \\
\vdots & \stackrel{0}{0} \\
\dot{0} & \stackrel{0}{0} \\
\hline
\end{array}
$$ \& $\stackrel{\rightharpoonup}{ \pm}$ \& $\stackrel{\infty}{\infty}$ \& \& ～0 \& $\stackrel{8}{0}$ \& กั \& ñ \& N \& $\stackrel{\infty}{\circ}$ \& $\stackrel{7}{*}$ \& $\stackrel{+}{+}$ \& 앙 \& $\stackrel{+}{0}$ \& \& ก̃ \& $\stackrel{\infty}{\circ}$ \& $\stackrel{0}{\circ}$ \& $\stackrel{\sim}{\infty}$ \& $\stackrel{ }{\circ}$ \& ก0 \& ¢ <br>

\hline  \& N1 N \& $\sim$ \& ～N \& N \& m \& m \& m \& m \& m \& $\stackrel{ }{*}$ \& $\checkmark$ \& $\checkmark$ \& $\stackrel{ }{*}$ \& ง1 \& $\checkmark$ \& $\checkmark$ \& $\checkmark$ \& $\stackrel{ }{*}$ \& $\checkmark$ \& $\checkmark$ \& $\checkmark$ \& $\checkmark$ <br>

\hline $$
3^{\circ} \mathrm{C}
$$ \& N \& $\stackrel{\substack{1 \\ \sim \\ \sim}}{\sim}$ \& ～ّ \& $\stackrel{\sim}{\sim}$ \& N \& \[

\stackrel{\infty}{\sim}
\] \& ～ั \& $\stackrel{\sim}{\sim}$ \& － \& $\stackrel{\bigcirc}{\square}$ \& $\stackrel{N}{\lambda}$ \& $\xrightarrow{0}$ \& $\stackrel{\sim}{7}$ \& F1 \& さ \& 믹 \& $\stackrel{\sim}{0}$ \& ${ }^{\infty}$ \& － \& $\stackrel{\infty}{\infty}$ \& $\stackrel{\infty}{\infty}$ \& N <br>

\hline  \& $\stackrel{\square}{n}$ \& ก๊ \& ¢ \& \& $\stackrel{\square}{\square}$ \& $\infty$ \& \％ 1 \& $\stackrel{\infty}{\circ}$ \& \[
$$
\begin{aligned}
& 8 \\
& \hline \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { Th } \\
& \vdots \\
& i
\end{aligned}
$$
\] \& $\xrightarrow{\text { N}}$ \& N \& 8 \& $\stackrel{\circ}{\circ}$ \& \& $\stackrel{8}{8}$ \& $\stackrel{\square}{\circ}$ \& $\xrightarrow{\text { J }}$ \& $\underset{\sim}{7}$ \& $\stackrel{\sim}{7}$ \& $\xrightarrow{\text { J }}$ \& ñ． <br>

\hline y $\quad$－ \& \[
$$
\begin{array}{ll}
\hline 0 & 0 \\
0 & \dot{\circ}
\end{array}
$$

\] \& $\stackrel{0}{\circ}$ \&  \& \& \[

\stackrel{i}{i}

\] \& \[

\stackrel{m}{\dot{0}}

\] \& \[

0 .

\] \& \[

\stackrel{\circ}{\circ}

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

\stackrel{0}{\circ}

\] \& $\bigcirc$ \& \[

\stackrel{\circ}{\circ}

\] \& \[

0

\] \& \[

0

\] \& \[

0

\] \& \[

\dot{0}

\] \& \[

0
\] \& $\stackrel{\rightharpoonup}{i}$ \& $\stackrel{\infty}{\text { m }}$ \& $\stackrel{\sim}{\sim}$ \& $\bigcirc$ \& $\bigcirc$ <br>

\hline $\mathrm{F}^{\infty}$| U |
| :--- | \& \[

$$
\begin{array}{l|l}
\hline & \circ \\
\hdashline & -1 \\
\hline & \\
\hline
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{7} \\
& \underset{\sim}{2}
\end{aligned}
$$

\] \& \[

$$
\begin{array}{ll}
\because & 0 \\
\underset{~}{-} & - \\
\hline
\end{array}
$$

\] \& \[

$$
\begin{gathered}
\text { İ } \\
\underset{\sim}{-} \\
\hline
\end{gathered}
$$

\] \& \[

\underset{\underset{\sim}{7}}{\stackrel{\rightharpoonup}{2}}

\] \& \[

\hat{Z}

\] \& \[

$$
\begin{aligned}
& \dot{\sim} \\
& \underset{\sim}{1}
\end{aligned}
$$

\] \& \[

\stackrel{i}{i}

\] \& \[

$$
\begin{aligned}
& n \\
& \underset{-}{n}
\end{aligned}
$$

\] \& \[

\underset{\sim}{\mathrm{H}}
\] \& 밀 \& そ \& － \& $\stackrel{\rightharpoonup}{\square}$ \& \& $\stackrel{\square}{\square}$ \& n \& $\stackrel{\infty}{\circ}$ \& $\bigcirc$ \& n \& $\stackrel{-}{1}$ \& $\xrightarrow{\sim}$ <br>

\hline 國号岗 \& $$
\begin{array}{c|c}
\circ \\
\dot{a} & \stackrel{3}{2}
\end{array}
$$ \& \[

\overline{m}

\] \&  \& \[

\hat{\sigma}

\] \& \[

$$
\begin{aligned}
& \dot{\circ} \\
& \dot{1}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \dot{\theta}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \underset{~}{7}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& - \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \dot{9} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \dot{0} \\
& \hline
\end{aligned}
$$

\] \& \[

\stackrel{+}{0}

\] \& \[

$$
\begin{array}{r}
3 \\
0 \\
\hline
\end{array}
$$

\] \& \[

\hat{\alpha}

\] \& \[

\stackrel{\rightharpoonup}{\circ}

\] \& \[

\stackrel{\sim}{\alpha}

\] \& \[

$$
\begin{aligned}
& \circ \\
& \circ \\
& \hline
\end{aligned}
$$

\] \& \[

\stackrel{\circ}{\circ}

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 .
\end{aligned}
$$

\] \& \[

\stackrel{0}{\sigma}

\] \& \[

\stackrel{\sim}{\sigma}

\] \& \[

\stackrel{\rightharpoonup}{\sigma}
\] <br>

\hline $4^{3} 3$ \& \[
$$
\begin{array}{ll}
\hat{j} & \hat{j} \\
\underset{\sim}{n} &
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& \text { O. } \\
& \text { N }
\end{aligned}
$$

\] \& \[

$$
\begin{array}{ll}
\mathrm{n} & \stackrel{\rightharpoonup}{\mathrm{j}} \\
\underset{\sim}{n} &
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& \text { M } \\
& \stackrel{y}{*}
\end{aligned}
$$

\] \& \[

\underset{\sim}{\underset{\sim}{n}}

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \dot{\sim} \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \underset{\sim}{\infty}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \stackrel{\rightharpoonup}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { N } \\
& \text { Nu}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& n \\
& n
\end{aligned}
$$

\] \& \[

\infty

\] \& \[

\underset{\sim}{\sim}

\] \& \[

\stackrel{\sim}{\infty}

\] \& \[

\stackrel{\stackrel{\rightharpoonup}{\circ}}{\substack{0}}

\] \& \[

\left.$$
\begin{gathered}
\mathrm{m} \\
\stackrel{\rightharpoonup}{*}
\end{gathered}
$$ \right\rvert\,

\] \& \[

$$
\begin{aligned}
& \text { N } \\
& \stackrel{\circ}{\sim}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \stackrel{\circ}{\circ} \\
& \stackrel{1}{2}
\end{aligned}
$$

\] \& \[

\stackrel{\infty}{\sim}

\] \& \[

$$
\begin{aligned}
& \text { ヘ̀ } \\
& \text { N }
\end{aligned}
$$

\] \& Ǹ| \& \[

$$
\begin{gathered}
0 \\
\text { N }
\end{gathered}
$$
\] <br>

\hline $\cdots$－ \& \[
$$
\begin{array}{c|cc}
\dot{m} & 1 \\
\dot{N} & \\
\hline
\end{array}
$$

\] \& \[

$$
\begin{array}{l|l}
0 \\
& \\
\hline
\end{array}
$$

\] \& \[

$$
\begin{array}{ll}
0 & \hat{N} \\
\text { Ǹ } & \\
\hline
\end{array}
$$

\] \& \& à \& \[

$$
\begin{aligned}
& \dot{\sim} \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& Níd \& \[

$$
\begin{array}{r}
n \\
\underset{\sim}{n} \\
\hline
\end{array}
$$

\] \& \[

\stackrel{\sim}{\sim}
\] \& \％ \& 号1 \& \％ \& $\stackrel{\square}{\text { N1／}}$ \& － \& － \& $\stackrel{\infty}{\infty}$ \& n \& $\stackrel{\square}{\square}$ \& ＋id \& － \& \& N <br>

\hline $\cdots$ \& 01 ＝ \& $\pm$ \& $\bigcirc$ 以 \& 4 \& は \& $\stackrel{1}{4}$ \& $\pm$ \& $\pm$ \& $\pm$ \& $\pm$ \& 0 \& I \& $\pm 1$ \& ¥ \& 01 \& ［ \& $\pm$ \& $\pm$ \& al \& $\pm$ \& （1） \& 0 <br>
\hline  \& \& \& \& \& \& \& \& \& \& \& \& \& \& \& \& \& \& \& \& \& \& <br>

\hline $0^{4} \mathrm{~m}_{6}$ \& \[
$$
\begin{aligned}
& 9 \\
& \stackrel{1}{7}
\end{aligned}
$$

\] \& \& \& \& \& \& \[

$$
\begin{aligned}
& \overrightarrow{0} \\
& \underset{7}{7}
\end{aligned}
$$

\] \& \& \& \& \& \& \[

$$
\begin{aligned}
& \underset{\sim}{N} \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& \& \& \& \& \& \[

$$
\begin{aligned}
& \pm \\
& \dot{\infty} \\
& i
\end{aligned}
$$
\] \& \& \& <br>

\hline  \& $$
\begin{array}{c|c}
\tilde{O} \\
\stackrel{\rightharpoonup}{\mathrm{o}} & \stackrel{\rightharpoonup}{0}
\end{array}
$$ \& No \&  \& \[

$$
\begin{aligned}
& \hat{0} \\
& \hat{0} \\
& 0 .
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \tilde{\infty} \\
& \text { ó }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \stackrel{\infty}{\circ}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n} \\
& 0 \\
& \infty \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { すै } \\
& \text { B. }
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
N \\
0
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& \text { O} \\
& \text { O}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \hat{N} \\
& \stackrel{\rightharpoonup}{0} \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { N} \\
& \text { N }
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
\substack{4 \\
\tilde{N} \\
0}
\end{gathered}
$$

\] \& N్ల్ర \& \[

$$
\begin{aligned}
& \text { N } \\
& \text { ñ }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& \infty \\
& \infty
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& m \\
& \stackrel{0}{0} \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { No } \\
& \text { O. }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \text { o } \\
& 0
\end{aligned}
$$
\] \& กิ้ <br>

\hline $10^{0}$ \& ～ิ～ \& in \& $\bigcirc$ 이 \& \& \[
\underset{7}{9}

\] \& \[

\underset{\underset{\sim}{n}}{ }
\] \& 믹 \& － \&  \& $\stackrel{\sim}{\sim}$ \& $\stackrel{\square}{7}$ \& 꾹 \& 익 \& $\stackrel{( }{7}$ \& 극 \& $\stackrel{\circ}{-1}$ \& ूू \& « \& al \& $\stackrel{8}{9}$ \& $\stackrel{\text { n }}{\text { ¢ }}$ \& 극 <br>

\hline $\mathrm{m}^{\infty} \quad$－ \&  \& $\stackrel{\bigcirc}{\circ}$ \& 우． \& \& n？ \& 8 \& $\stackrel{\infty}{0}$ \& 8． \& $\stackrel{4}{4}$ \& 윤 \& $\stackrel{1}{4}$ \& 안 \& ！ \& $\stackrel{0}{0}$ \& $\stackrel{9}{9}$ \& $\stackrel{\infty}{\circ}$ \& $\stackrel{\text { ¢ }}{ }$ \& $\stackrel{-}{0}$ \& 인 \& ก？ \& ก \& $\stackrel{\text { 아 }}{ }$ <br>
\hline $\sim_{\square}^{\square}$ \& ก｜さ \& $\stackrel{\sim}{\sim}$ \& ～～\％ \& \& ㄴ \& 8 \& \％ \& ñ \& ～ \& $\bigcirc$ \& $\stackrel{9}{7}$ \& $\stackrel{ }{*}$ \& $\cdots$ \& $\stackrel{\infty}{+}$ \& $\stackrel{9}{+1}$ \& $\stackrel{\square}{\text { ¢ }}$ \& $\stackrel{-1}{n}$ \& N \& $\stackrel{4}{4}$ \& $\stackrel{\square}{?}$ \& $\stackrel{+}{\text { V }}$ \& $\stackrel{\sim}{\text { ¢ }}$ <br>
\hline 100 \& べ｜¢ ¢ \& $\stackrel{n}{m}$ \& ¢ \& ñ \& $\stackrel{0}{\%}$ \& ¢ \& $\stackrel{n}{ }$ \& $\stackrel{\square}{7}$ \& $\stackrel{\square}{7}$ \& $\stackrel{\sim}{\square}$ \& $\stackrel{\Im}{\square}$ \& $\stackrel{\square}{\square}$ \& $\stackrel{n}{\text { n }}$ \& $\stackrel{\text { n }}{ }$ \& $\stackrel{\infty}{\text { ？}}$ \& $\stackrel{\infty}{\square}$ \& $\stackrel{\infty}{\sim}$ \& กิ． \& ก？ \& $\stackrel{n}{n}$ \& ¢． \& $\stackrel{\infty}{\sim}$ <br>

\hline ．$\quad$－ \&  \& \[
$$
\begin{aligned}
& 8 \\
& \stackrel{\circ}{\circ}
\end{aligned}
$$

\] \& \[

\] \& \[

\stackrel{8}{\circ}

\] \& \[

\stackrel{\infty}{+}

\] \& \[

\stackrel{\infty}{\sim}

\] \& \[

$$
\begin{aligned}
& \text { J. } \\
& \text { O. }
\end{aligned}
$$

\] \& \[

\stackrel{\circ}{\circ}

\] \& \[

$$
\begin{aligned}
& \circ \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

\stackrel{\infty}{\stackrel{\infty}{0}}

\] \& \[

$$
\begin{aligned}
& \circ \\
& \infty \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{\infty} \\
& \dot{0}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \tilde{\sim} \\
& \dot{0}
\end{aligned}
$$

\] \& $\stackrel{\square}{\circ}$ \& \& $\stackrel{8}{\circ}$ \& \[

$$
\begin{aligned}
& \stackrel{\infty}{+} \\
& \dot{0}
\end{aligned}
$$

\] \& $\stackrel{+}{\circ}$ \& \[

\stackrel{\infty}{\infty} \underset{0}{0} \mid
\] \& $\stackrel{ \pm}{ \pm}$ \& － \& ¢

0
0 <br>
\hline ゅ＂日 \&  \& $\stackrel{\sim}{\sim}$ \&  \& $\stackrel{\text { 일 }}{\substack{\text {－}}}$ \& － \& त1

$\substack{\text { N }}$ \& | -3 |
| :--- |
| 0 |
|  | \& 0

0
$\sim$

-1 \& $\stackrel{\stackrel{\rightharpoonup}{\hat{1}}}{\text {－}}$ \& $\stackrel{0}{0}$ \& － \& | a |
| :---: |
| $\vdots$ |
| -1 | \& $\stackrel{\sim}{\sim}$ \& $\stackrel{\circ}{\infty}$ \& 4

$\sim$
-1 \& $\circ$
$\stackrel{\circ}{\circ}$

$i$ \& | 0 |
| :--- |
| 0 |
|  |
| 1 | \& べ1 \& $\stackrel{ \pm}{7}$ \& $\xrightarrow{\square}$ \& 0

0
$\sim$
-1 \& $n$
0
$i$ <br>

\hline 10 目 \& \& $\stackrel{\infty}{\square}$ \& \& \& \& \& \[
$$
\begin{gathered}
\stackrel{y}{n} \\
\end{gathered}
$$

\] \& \& \& \& \& \& \[

\stackrel{n}{\square}
\] \& \& \& \& \& \& $\stackrel{\sim}{7}$ \& \& \& <br>

\hline －日 \& $$
\begin{array}{|l|l}
\hline 0 \times \\
\text { Ǹ }
\end{array}
$$ \& \[

$$
\begin{aligned}
& \text { ñ } \\
& \text { ñ }
\end{aligned}
$$

\] \& \[

$$
\begin{array}{ll}
0 \\
\stackrel{\rightharpoonup}{\mathrm{~N}} & \dot{\sim}
\end{array}
$$

\] \& \[

\left.$$
\begin{gathered}
\sim \\
\infty \\
\underset{\sim}{n}
\end{gathered}
$$ \right\rvert\,

\] \& \[

$$
\begin{aligned}
& \stackrel{\circ}{\circ} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \dot{J}
\end{aligned}
$$

\] \& \[

\left.$$
\begin{gathered}
n \\
\underset{\sim}{n}
\end{gathered}
$$ \right\rvert\,

\] \& \[

$$
\begin{aligned}
& \circ \\
& \underset{\sim}{2}
\end{aligned}
$$

\] \& \[

\stackrel{0}{i}

\] \& \[

$$
\begin{aligned}
& \stackrel{+}{\dot{N}}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \sim \\
& \sim \\
& \sim
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \stackrel{\circ}{\circ} \\
& \stackrel{\sim}{2}
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
n \\
\underset{y}{\mid}
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& \stackrel{\circ}{f} \\
& \stackrel{1}{2}
\end{aligned}
$$

\] \& \[

\left.$$
\begin{aligned}
& 0 \\
& \infty \\
& 0 \\
& +
\end{aligned}
$$ \right\rvert\,

\] \& \[

$$
\begin{aligned}
& 0 \\
& \underset{\exists}{2}
\end{aligned}
$$

\] \& \[

\stackrel{\dot{\circ}}{\stackrel{0}{2}}

\] \& \[

\underset{\sim}{\infty}

\] \& \[

$$
\begin{aligned}
& \dot{\partial} \\
& \underset{\sim}{4}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& \[

\stackrel{0}{\dot{\sim}}

\] \& \[

$$
\begin{aligned}
& \text { in } \\
& \stackrel{\sim}{n}
\end{aligned}
$$
\] <br>

\hline $\infty$ \& $\xrightarrow{\sim 1} \rightarrow$ \& ェ 去 \& 坆封 \& 坆 \& 坆 \& － \& $\pm$ \& $\sim$ \& $\xrightarrow{\square}$ \& 촐ㅇm \& 卦8 \& 䞨 \& さんか \& 等 \& 圭号 \& $\xrightarrow{\sim}$ \& $\square$ \& 포 \& 01 \& 포제 \& 7 \& $\checkmark$ <br>

\hline  \& $$
\therefore \quad \therefore
$$ \& ষĩ \& \[

$$
\begin{array}{ll}
\hline \stackrel{0}{0} & \stackrel{0}{0}
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& \text { ì } \\
& \text { in }
\end{aligned}
$$

\] \& : \& \[

\stackrel{\circ}{\circ}

\] \& \[

$$
\begin{aligned}
& 8 \\
& \hline \infty \\
& \hline 0
\end{aligned}
$$

\] \& \% \& : \& 윽 \& \[

\underset{స̈}{\substack{~}}

\] \& \[

$$
\begin{aligned}
& \stackrel{\rightharpoonup}{7}
\end{aligned}
$$

\] \& 。 \& 욱 \& \[

$$
\begin{aligned}
& 8 \\
& \stackrel{8}{0} \\
& \hline
\end{aligned}
$$

\] \& \[

\stackrel{8}{\underset{-1}{\circ}}

\] \& \[

\stackrel{8}{\infty}
\] \& 윽 \& ৪iઠ \& 윽 \& 믗 \& － <br>

\hline
\end{tabular}

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \[
a^{\infty} \frac{{ }^{-1}}{\infty}
\] \& \&  \& \& \& \& \& \& \[
\begin{aligned}
\& \infty \\
\& 0 \\
\& \underset{\sim}{i} \\
\& \vdots
\end{aligned}
\] \& \& \& \& \& \[
\begin{aligned}
\& \text { M } \\
\& \text { O} \\
\& \text { N}
\end{aligned}
\] \& \& \& \& \& \& N్ల \& \& \& \\
\hline  \&  \&  \& \& \& \[
\begin{aligned}
\& \infty \\
\& \stackrel{\infty}{0} \\
\& -\quad \\
\& -i
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { oे } \\
\& 0 \\
\& \underset{i}{-}
\end{aligned}
\] \& \[
\begin{gathered}
\stackrel{2}{2} \\
0 \\
i \\
i
\end{gathered}
\] \& \[
\begin{aligned}
\& \text { a } \\
\& \vdots \\
\& 0 \\
\& i \\
\& \hline
\end{aligned}
\] \& \begin{tabular}{l} 
à \\
0 \\
\hline \\
\hline
\end{tabular} \& \[
\] \& \[
\begin{aligned}
\& \text { N} \\
\& \underset{\sim}{c} \\
\& \underset{i}{2}
\end{aligned}
\] \& \(\xrightarrow{-1}\) \& à
0
0
\(i\)
\(i\) \& \[
\begin{aligned}
\& \infty \\
\& \infty \\
\& 0 \\
\& 0 \\
\& i
\end{aligned}
\] \& \[
\left.\begin{array}{|c|c|}
\infty \\
0 \\
0 \\
i
\end{array} \right\rvert\,
\] \& \[
\begin{aligned}
\& \infty \\
\& \infty \\
\& \stackrel{\infty}{0}
\end{aligned}
\] \& \[
\begin{aligned}
\& \infty \\
\& \underset{0}{\infty} \\
\& \dot{-} \\
\& \hline
\end{aligned}
\] \& \(\infty\)
\(\stackrel{\infty}{0}\)
\(\stackrel{1}{i}\)
\(i\) \& \[
\begin{aligned}
\& \infty \\
\& \stackrel{\infty}{0} \text {. }
\end{aligned}
\] \& \begin{tabular}{l}
\(\infty\) \\
0 \\
0 \\
\hline
\end{tabular} \& \[
\begin{gathered}
\text { à } \\
0 \\
\dot{r}
\end{gathered}
\] \& \(\stackrel{\sim}{\infty}\) \\
\hline －ara \& ¢ \& \(\begin{array}{ll}8 \& \text { 7 } \\ 0 \\ 0 \\ \\ \\ +\end{array}\) \& à
\(\stackrel{1}{+}\) \& N
+
+
+ \& \(\xrightarrow{\infty}\) \& 7
+
+
+ \& \(\stackrel{8}{\circ}\) \& ò \& \(\stackrel{9}{7}\) \& \& － \& \(\xrightarrow{-1}\) \& \&  \& ¢
¢
+ \& \(\stackrel{1}{0}\)
+
+
+ \& N
\(\stackrel{+}{+}\)
+ \& \[
\begin{aligned}
\& \text { ت̈ } \\
\& \stackrel{1}{+}
\end{aligned}
\] \& \[
\begin{aligned}
\& 0 \\
\& \dot{+} \\
\& +
\end{aligned}
\] \& ò \&  \& ¢
－
i \\
\hline \[
10^{\circ} \text { 鴿 }
\] \&  \& \[
\begin{array}{cc}
\infty \\
\stackrel{\circ}{\circ} \& \stackrel{\circ}{\square} \\
\end{array}
\] \& \[
\begin{aligned}
\& \sim \\
\& \cdots \\
\&
\end{aligned}
\] \& \& \[
\begin{aligned}
\& \infty \\
\& \stackrel{\circ}{\square}
\end{aligned}
\] \& \[
\begin{gathered}
\stackrel{\sim}{\circ} \\
\underset{\sim}{1}
\end{gathered}
\] \& \[
\underset{\substack{\stackrel{\rightharpoonup}{\infty} \\ \underset{~ c}{\mid}}}{ }
\] \& \[
\stackrel{-0}{\stackrel{\infty}{7}}
\] \& \[
\stackrel{\oplus}{\stackrel{\rightharpoonup}{n}}
\] \& \[
\stackrel{\stackrel{\circ}{\mathrm{n}}}{\stackrel{1}{7}}
\] \& \[
\begin{aligned}
\& \text { 을 } \\
\& \underset{\sim}{2}
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { ñ } \\
\&
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { 국 } \\
\& \hline
\end{aligned}
\] \& 큭 \& \(\stackrel{\text { N̦ }}{\substack{\text { J }}}\) \& \[
\begin{array}{r}
0 \\
\\
\hline
\end{array}
\] \& \[
\begin{array}{r}
n \\
\cdots \\
\\
\hline
\end{array}
\] \& \[
\begin{aligned}
\& n \\
\& \\
\& \hline
\end{aligned}
\] \& \[
\stackrel{\stackrel{\rightharpoonup}{7}}{\underset{\sim}{n}}
\] \& \[
\begin{gathered}
N \\
\\
\hline
\end{gathered}
\] \& \(\stackrel{+}{\infty}\) \& \(\xrightarrow{-1}\) \\
\hline IN \& \[
\begin{array}{c|c}
0 \\
0 \& \stackrel{\infty}{0} \\
0 \& 0 \\
\hline
\end{array}
\] \& \[
\begin{array}{ll}
\tilde{m} \& \stackrel{0}{0} \\
\dot{0} \& 0 \\
\hline
\end{array}
\] \& \[
\begin{aligned}
\& \underset{\sim}{0} \\
\& \dot{0}
\end{aligned}
\] \& \& \[
\begin{aligned}
\& \text { in } \\
\& 0 \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& \hat{n} \\
\& \vdots
\end{aligned}
\] \& \[
\begin{aligned}
\& 0 \\
\& 0 \\
\& 0
\end{aligned}
\] \& \[
\begin{aligned}
\& \infty \\
\& \stackrel{n}{0} \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& \circ \\
\& \vdots \\
\& \vdots
\end{aligned}
\] \& \[
\begin{aligned}
\& \tilde{0} \\
\& \dot{0}
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { in } \\
\& \vdots \\
\& 0
\end{aligned}
\] \& \[
\begin{gathered}
n \\
0 \\
0
\end{gathered}
\] \& \[
\stackrel{\hat{N}}{\dot{0}}
\] \& \[
\begin{gathered}
\pm \\
\dot{0} \\
\hline
\end{gathered}
\] \& \[
\begin{gathered}
\tilde{1} \\
\dot{0}
\end{gathered}
\] \& \[
\begin{aligned}
\& \stackrel{\rightharpoonup}{n} \\
\& 0 \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& 0 \\
\& \\
\& 0
\end{aligned}
\] \& \[
\stackrel{\infty}{n}
\] \& \[
\begin{aligned}
\& 0 \\
\& 0 \\
\& 0
\end{aligned}
\] \& ñ \& 윤 \& \(\stackrel{+}{+}\) \\
\hline \(3^{\infty} \mathrm{a}_{\text {k }}^{\substack{k}}\) \& \(\checkmark\) ง1 \& ＋m \& m \& \(\sim\) \& N1 \& N1 \& N1 \& N1 \& ml \& ml \& m1 \& け1 \& \(\checkmark\) \& \(n 1\) \& n） \& nl \& n \& \(n\) \& 4 \& \(\checkmark\) \& \(\checkmark\) \& m \\
\hline \[
3^{\circ}
\] \& \(\stackrel{-1}{7} \quad \stackrel{0}{-1}\) \& \(\underset{\sim}{\infty}\) \& \(\stackrel{\circ}{\square}\) \& 은 \& Ñ| \& \[
\stackrel{\infty}{\underset{\sim}{\mid}}
\] \& 히 \& 힝 \& 잉 \& 잉 \& ¢ \({ }_{\circ}^{\circ}\) \& \％\({ }_{\circ}^{1}\) \& \({ }^{-1}\) \& 잉 \& す！ \& む \& \(\stackrel{\sim}{\square}\) \& \(\stackrel{\sim}{\square}\) \& N \& \(\stackrel{\square}{7}\) \& \(\stackrel{n}{\sim}\) \& ¢ \\
\hline  \& ¢ ．\({ }^{\circ}\) ． \& \(\stackrel{\infty}{\sim} \stackrel{0}{ }\) \& \& \& \(\stackrel{\infty}{\infty}\) \& \& 잉 \& \(\stackrel{\infty}{\infty}\) \& \& \& ざ \& ก \& \& \(\stackrel{\rightharpoonup}{7}\) \& －\({ }^{\circ}\) \& \(\stackrel{\square}{\circ}\) \& \(\stackrel{\infty}{\circ}\) \& \[
\underset{\sim}{\mathrm{H}}
\] \& \(\stackrel{\circ}{\square}\) \& \％ \& \(\stackrel{ }{\sim}\) \& ก \\
\hline \(=1\) \& \[
\text { 이 } 0
\] \& \[
0
\] \& \[
0
\] \& \& \(\stackrel{-}{\circ}\) \& \[
\underset{\sim}{\sim}
\] \& \[
\stackrel{\rightharpoonup}{m} \mid
\] \& \[
\stackrel{\rightharpoonup}{N}
\] \& \& \[
\stackrel{0}{\circ}
\] \& \(\bigcirc\) \& \[
0
\] \& \[
0
\] \& \[
\stackrel{0}{\circ}
\] \& \[
0
\] \& \[
\dot{0}
\] \& \[
\begin{aligned}
\& \circ \\
\& \dot{0}
\end{aligned}
\] \& \[
\underset{0}{n}
\] \& \(\cdots\) \& \(\stackrel{-}{i}\) \& ～ \& \(\bigcirc\) \\
\hline \(\mathrm{H}^{\infty} \stackrel{\text { ¢ }}{\substack{0 \\ 0}}\) \&  \& \[
\begin{array}{ll}
\cdots \\
\underset{\sim}{n} \& \vdots \\
\hline
\end{array}
\] \& \[
\begin{aligned}
\& 0 \\
\& \ddot{j}
\end{aligned}
\] \& \& \[
\begin{aligned}
\& 0 \\
\& -1 \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& 0 \\
\& \dot{0} \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& 0 \\
\& \dot{-1}
\end{aligned}
\] \& \[
\begin{array}{r}
0 \\
-1 \\
-1
\end{array}
\] \& \[
\begin{aligned}
\& \circ \\
\& \hdashline- \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& \circ \\
\& \ddot{-}
\end{aligned}
\] \& \[
\begin{aligned}
\& 0 \\
\& -1 \\
\& -1
\end{aligned}
\] \& \[
\hat{i}
\] \& \& N \& \[
\begin{aligned}
\& 0 \\
\& 0 \\
\& 0
\end{aligned}
\] \& \[
\dot{0}
\] \& \[
\dot{0}
\] \& \[
0
\] \& \[
\begin{aligned}
\& 0 \\
\& 0 \\
\& 0
\end{aligned}
\] \& \[
\dot{\dot{Q}}
\] \& \[
\underset{\sim}{n}
\] \& N \\
\hline 國号岗 \& \[
\dot{\circ} \dot{0} \dot{\sigma}^{\infty}
\] \& \[
\begin{array}{ll}
\infty \\
\alpha \\
\alpha \& \infty \\
\hline
\end{array}
\] \& \[
\stackrel{0}{\circ}
\] \& \[
\dot{0} \mid
\] \& \[
\underset{\sim}{\sim}
\] \& \[
\hat{\infty}
\] \& \[
\begin{gathered}
0 \\
\infty \\
\infty
\end{gathered}
\] \& \[
0
\] \& \[
\begin{aligned}
\& \infty \\
\& \dot{\alpha}
\end{aligned}
\] \& \[
\begin{aligned}
\& \mathfrak{0} \\
\& \dot{0} \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& 0 \\
\& -i \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& \infty \\
\& 0 \\
\& \vdots
\end{aligned}
\] \& \[
\begin{aligned}
\& 1 \\
\& 0 \\
\& \hline
\end{aligned}
\] \& \[
\underset{\sigma}{\sim}
\] \& \[
\stackrel{+}{\infty} \mid
\] \& \(\stackrel{+}{\infty}\) \& \(\cdots\) \& \[
\stackrel{\circ}{\circ}
\] \& \[
\dot{9} \mid
\] \& ָּ \& \[
\begin{aligned}
\& \text { m } \\
\& \dot{-} \\
\& \hline
\end{aligned}
\] \& \[
0
\] \\
\hline \(+^{3}\) ¢ \& \[
\stackrel{\underset{\sim}{\mathrm{N}}}{\stackrel{\tilde{N}}{2}}
\] \& \[
\begin{array}{ll}
\tilde{\sim} \& \stackrel{\sim}{N} \\
\text { N }
\end{array}
\] \& \[
\underset{\sim}{\tilde{N}}
\] \& \& \[
\underset{\sim}{n}
\] \& \[
\stackrel{\rightharpoonup}{\mathrm{N}}
\] \& \[
\stackrel{\tilde{\sim}}{\tilde{\sim}}
\] \& \[
\begin{gathered}
\underset{\sim}{\sim} \\
\text { N }
\end{gathered}
\] \& \& \[
\overrightarrow{~+~}
\] \& \[
\underset{\sim}{\sim}
\] \& \[
\stackrel{\grave{N}}{\stackrel{1}{2}}
\] \& \[
\begin{aligned}
\& \mathrm{i} \\
\& \stackrel{\mathrm{~N}}{ }
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { Ǹ } \\
\& \text { N }
\end{aligned}
\] \& \[
\begin{aligned}
\& \hline \dot{\sim} \\
\& \stackrel{n}{2}
\end{aligned}
\] \& \[
\begin{aligned}
\& \infty \\
\& \dot{N}
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { g } \\
\& \text { N }
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { g } \\
\& \text { N }
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { à } \\
\& \text { N }
\end{aligned}
\] \& \[
\underset{\sim}{\underset{\sim}{2}}
\] \& \[
\begin{aligned}
\& \text { + } \\
\& \underset{\sim}{2}
\end{aligned}
\] \& \[
\begin{aligned}
\& n \\
\& \underset{N}{n}
\end{aligned}
\] \\
\hline \(\pm\)＋ \& \[
\begin{array}{l|l}
\stackrel{\rightharpoonup}{\mathrm{N}} \& \stackrel{\text { N }}{ } \\
\hline
\end{array}
\] \&  \& \& \& \& \[
\begin{aligned}
\& \text { N் } \\
\& \text { N゙ }
\end{aligned}
\] \& \[
\stackrel{\infty}{\dot{\sim}} \mid
\] \& 부 \& \& \[
\begin{aligned}
\& n \\
\& \\
\& \hline
\end{aligned}
\] \& \[
\begin{gathered}
9 \\
\underset{\sim}{1} \\
\hline
\end{gathered}
\] \& \[
\begin{aligned}
\& \infty \\
\& \underset{\sim}{4} \\
\& \hline
\end{aligned}
\] \& \& \[
\begin{aligned}
\& \text { ơ } \\
\& \text { N }
\end{aligned}
\] \& \[
\begin{aligned}
\& 9 \\
\& \underset{a}{4}
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { q} \\
\& \underset{\sim}{2}
\end{aligned}
\] \& \[
\begin{aligned}
\& 9 \\
\& j \\
\& \vdots
\end{aligned}
\] \&  \& nund \& ํ． \& 絲 \& O \\
\hline \(\cdots\) \& \(\pm 1\) H \& H1 \(\pm\) \& 01 \& 以 \& \(\omega\) \& 日 \& al \& 日 \& \(\stackrel{4}{4}\) \& 0 \& \(\pm\) \& H1 \& H \& \(\pm\) \& 01 \& 0 \& \({ }^{4}\) \& \(\omega\) \& al \& ค \& \(\pm\) \& \(\pm\) \\
\hline  \& \& \& \& \& \& \& \(\pm\) \& 위 \& \& 7. \& ก．｜ \& \(\stackrel{9}{\square}\) \& \& ？ \& \(\stackrel{\sim}{\square}\) \& \(\stackrel{+}{\square}\) \& न． \& 잉 \& ¢ \& t \& \(\stackrel{+}{1}\) \& t
\(i\) \\
\hline \(0^{4} m_{B}\) \& \[
\begin{aligned}
\& \stackrel{0}{+} \\
\& \ddagger
\end{aligned}
\] \& \& \& \& \& \& \[
\begin{aligned}
\& \sim \\
\& 7 \\
\& \vdots
\end{aligned}
\] \& \& \& \& \& \& \[
\begin{aligned}
\& \infty \\
\& \underset{+}{\dagger} \\
\& \hline
\end{aligned}
\] \& \& \& \& \& \& \[
\begin{aligned}
\& \text { o } \\
\& \dot{i}
\end{aligned}
\] \& \& \& \\
\hline  \& \[
\begin{array}{ll}
\text { nep } \\
\text { on } \& \stackrel{\rightharpoonup}{0} \\
\hline
\end{array}
\] \& \[
\begin{array}{c|c}
\hat{7} \\
\stackrel{0}{0} \& \stackrel{0}{0} .
\end{array}
\] \& \[
\begin{aligned}
\& 7 \\
\& \stackrel{7}{2} \\
\& 0
\end{aligned}
\] \& N్ల్ర \& \[
\begin{aligned}
\& \stackrel{\infty}{\infty} \\
\& \stackrel{1}{n}
\end{aligned}
\] \& \[
\hat{\hat{0}}
\] \& \[
\begin{array}{|c|}
N \\
\tilde{t}
\end{array}
\] \& \[
\begin{aligned}
\& \text { む } \\
\& \text { Ơ }
\end{aligned}
\] \& No \& N్ల \& \[
\begin{gathered}
\text { No } \\
\text { O}
\end{gathered}
\] \& 칭 \& － \&  \& \[
\stackrel{\hat{e}}{\hat{0}} \mid
\] \& \[
\begin{aligned}
\& \hat{\circ} \\
\& 0 .
\end{aligned}
\] \& î \& \[
\begin{aligned}
\& \text { O} \\
\& \text { か. } \\
\& \hline
\end{aligned}
\] \& － \& べ． \& ñ． \& तै \\
\hline \(10^{\circ}\) 日 \& 먹 구 \& \(\stackrel{\sim}{\square}\) \& \(\cdots\) \& \＆ \& \(\stackrel{\square}{7}\) \& ～ \& 윳 \& ํㅡㄹ \& － \& \(\stackrel{\text {－}}{\sim}\) \& 축 \& － \& \(\stackrel{8}{\square}\) \& \(\stackrel{\sim}{7}\) \& 박 \& \(\stackrel{\text { H }}{7}\) \& \％ \& \(\cdots\) \& 6 \& \(\bigcirc\) \& 8 \& \(\stackrel{\sim}{7}\) \\
\hline  \& \(\stackrel{\infty}{+}{ }_{\sim}^{1} \stackrel{\infty}{+}\) \& ํ． \& ี \& n \& ก \& n \& \(\stackrel{\square}{\square}\) \& \(\cdots\) \& \(\stackrel{\square}{\text { ¢ }}\) \& Э \& \(\stackrel{\square}{7}\) \& ㄲ． \& N \& \(\stackrel{\circ}{\text { n }}\) \& \(\stackrel{\infty}{\square}\) \& \(\stackrel{\square}{0}\) \& ๕． \& \(\stackrel{\circ}{\circ}\) \& N \& ¢0． \& 8 \& ＊ \\
\hline  \& べ｜\({ }_{\text {¢ }}\) \& ¢ ¢ ¢ \& त゙ \& ¢ \& N \& N \& N \& \(\stackrel{\infty}{\square}\) \& \& \(\stackrel{\infty}{+}\) \& \(\stackrel{1}{9} 1\) \& ¢ \& 앙 \& \(\overrightarrow{7}\) \& \(\stackrel{m}{\square}\) \& \(\stackrel{\square}{\square}\) \& \(\underline{3}\) \& \(\stackrel{\square}{\square}\) \& ¢ 0 \& \(\stackrel{8}{\circ}\) \& ñ \& \(\stackrel{7}{n}\) \\
\hline 1サ゚ ロ \& ก ก \& テ へ \& ¢． \& \& \(\stackrel{\text { ¢ }}{\sim}\) \& － \& \(\stackrel{\square}{\text { ก．}}\) \& ก \& \& 寸． \& \(\stackrel{\text { c．}}{ }\) \& \(\stackrel{\square}{\text { ¢ }}\) \& － \& ？ \& \(\stackrel{\sim}{\square}\) \& プ． \& \(\stackrel{\text { T }}{\sim}\) \& \(\stackrel{\square}{+}\) \& \(\stackrel{\text { ？}}{\text { ¢ }}\) \& プ \& \(\stackrel{\square}{?}\) \& ก． \\
\hline ェ 日 \& \[
\begin{array}{l|l}
\hline t \\
\vdots \\
0 \& \dot{\infty} \\
\dot{0}
\end{array}
\] \&  \& \[
\begin{aligned}
\& N \\
\& 0 \\
\& 0
\end{aligned}
\] \& \[
\underset{\dot{0}}{\sim}
\] \& \[
\begin{aligned}
\& \pm \\
\& 0 \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& N \\
\& \dot{0}
\end{aligned}
\] \& \[
\begin{aligned}
\& N \\
\& 0 \\
\& 0
\end{aligned}
\] \& \[
\stackrel{N}{\grave{0}}
\] \& \[
\stackrel{0}{0}
\] \& \[
\begin{aligned}
\& \infty \\
\& 0 \\
\& 0
\end{aligned}
\] \& \[
\begin{aligned}
\& \infty \\
\& \infty \\
\& \dot{0} \\
\& \hline
\end{aligned}
\] \& \[
\begin{aligned}
\& 8 \\
\& 0 \\
\& i
\end{aligned}
\] \& \[
\stackrel{\sim}{\sim}
\] \& \[
\begin{gathered}
\underset{\sim}{7} \\
i
\end{gathered}
\] \& \[
\begin{aligned}
\& \infty \\
\& 0 \\
\& 0 \\
\& 0
\end{aligned}
\] \& \[
\begin{aligned}
\& 0 \\
\& 0 \\
\& 0
\end{aligned}
\] \& \[
\begin{aligned}
\& \text { J. } \\
\& \stackrel{0}{2}
\end{aligned}
\] \& \[
\begin{aligned}
\& \stackrel{+}{0} \\
\& \dot{\circ}
\end{aligned}
\] \& \[
\begin{aligned}
\& f \\
\& 0 \\
\& 0
\end{aligned}
\] \& ： \& \(\stackrel{ \pm}{\infty}\) \& 8
-
\(i\) \\
\hline （20）－ \&  \&  \& \(\stackrel{7}{7}\) \& ¢
\(\sim\)
\(\sim\)
\(\sim\) \& \(\stackrel{\infty}{0}\) \& 呺 \& İ1
ה1 \& \begin{tabular}{l} 
and \\
－ \\
\hline 1
\end{tabular} \& \(\stackrel{\text { on }}{\text { ¢ }}\) \& n \& N

$\sim$ \& $\xrightarrow[\sim]{\sim}$ \& $\stackrel{\hat{\circ}}{0}$ \& $\stackrel{\sim}{\sim}$ \& 을 \& | ざ |
| :---: |
| $\sim$ |
|  |
|  |
|  | \& $\infty$

$\stackrel{1}{1}$
$i$ \& İ1
ild \&  \& － \&  \& $\begin{array}{r}\infty \\ \stackrel{1}{*} \\ \sim \\ \hline\end{array}$ <br>
\hline 10 l \& \& $\stackrel{?}{\sim}$ \& \& \& \& \& \& तָ｜ \& \& \& \& \& 잇 \& \& \& \& \& \& N \& \& \& <br>

\hline 『 日 \& $$

$$ \& \[

$$
\begin{array}{l|l}
\hline \stackrel{\rightharpoonup}{\mathrm{N}} & \stackrel{\rightharpoonup}{\mathrm{~N}}
\end{array}
$$

\] \& \[

\] \& \[

\mid

\] \& \[

$$
\begin{aligned}
& \hline \stackrel{n}{\circ} \\
& \stackrel{y}{*}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \text { i }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& \stackrel{N}{1}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \stackrel{0}{\circ} \\
&
\end{aligned}
$$

\] \& \& \[

$$
\begin{aligned}
& \circ \\
& \underset{\sim}{\infty}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& n \\
& n
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \dot{y}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& \underset{寸}{a}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \dot{j}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \stackrel{j}{\mathrm{j}}
\end{aligned}
$$

\] \& i. \& \[

$$
\begin{aligned}
& n \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \underset{\sim}{1}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \text { a }
\end{aligned}
$$
\] \& － \& $\stackrel{1}{-1}$ \& $\stackrel{+}{\text { ¢ }}$ <br>

\hline $\propto$ \& －3）-1 \& －1 | a |
| :---: | \& $\Sigma$ \& \& 却 \& $\Sigma$ \& $\rightarrow$ \& $\xrightarrow{+}$ \& \& 去～ \& \& 去缕 \& 颓이 \& 却 \& $\Sigma$ \& $\checkmark$ \& $\square$ \& H \& \& I \& H \& $\checkmark$ <br>

\hline $$
\begin{array}{ll}
\text { U } \\
\underset{\sim}{4} \\
\hline
\end{array}
$$ \& \[

$$
\begin{array}{ll}
8 & 8 \\
8 & 0 \\
\hline
\end{array}
$$

\] \& \[

$$
\begin{array}{ll}
\circ \\
0 \\
0 & 0 \\
\hline 0 \\
\hline
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& \text { O } \\
& \text { fi }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 8 \\
& \text { in } \\
& \text { n }
\end{aligned}
$$

\] \& :\% \& \[

$$
\begin{aligned}
& \circ \\
& \hline 0 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { O} \\
& \text { © }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \circ \\
& \hline 0 \\
& \hline
\end{aligned}
$$

\] \& O-0 \& \[

\stackrel{\circ}{7}

\] \& \[

\stackrel{\circ}{\mathrm{O}}

\] \& \[

$$
\begin{aligned}
& \stackrel{\circ}{7} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \stackrel{\circ}{7} \\
& \hline
\end{aligned}
$$

\] \& 윽 \& \[

\stackrel{8}{0}

\] \& \[

$$
\begin{aligned}
& 8 \\
& \underset{7}{\circ}
\end{aligned}
$$

\] \& \[

\stackrel{8}{\infty}

\] \& \[

\dot{\circ}

\] \& \[

\] \& \[

$$
\begin{aligned}
& \circ \\
& \hline
\end{aligned}
$$
\] \& 임 \& － <br>

\hline
\end{tabular}



|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | DATE: | 09/01/6 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time <br> hrs | B | d m | $\overline{\mathrm{D}}$ <br> mm | $E_{t}$ | h <br> m | $\overline{\mathrm{H}}_{\mathrm{b}}$ <br> m | $\left\lvert\, \begin{gathered} \mathrm{H}_{\mathrm{bs}} \\ \mathrm{~m} \end{gathered}\right.$ | $\mathrm{H}_{\mathrm{s}}$ <br> m | $\begin{aligned} & \bar{\ell}_{b} \\ & m \end{aligned}$ | $\begin{gathered} \overline{\mathrm{m}} \\ (\tan ) \end{gathered}$ | $\begin{aligned} & Q_{f} \\ & \mathrm{~m}^{3} \end{aligned}$ | $\begin{gathered} \mathrm{R}_{\mathrm{n}} \\ \mathrm{~g} \mathrm{cal/} \\ \mathrm{~cm}^{2} / \mathrm{sec} \end{gathered}$ | S | $\begin{gathered} t_{a} \\ (\cdot c) \end{gathered}$ | $\begin{gathered} t_{w} \\ (\cdot c) \end{gathered}$ | $\begin{gathered} \bar{T}_{b} \\ s e c \end{gathered}$ | $\begin{aligned} & \mathrm{T}_{\mathrm{s}} \\ & \mathrm{sec} \end{aligned}$ | u <br> m | $\overline{\mathrm{V}}$ $\frac{\mathrm{m}}{\sec }$ | $\begin{gathered} \mathrm{W}_{\mathrm{d}} \\ ()^{\circ} \end{gathered}$ | $\left\lvert\, \begin{gathered} \mathrm{W} \\ \mathrm{~s} \\ \mathrm{~m} \\ \mathrm{sec} \end{gathered}\right.$ | $\bar{z}$ <br> m | $\begin{gathered} \bar{\alpha}_{b} \\ (\tan ) \end{gathered}$ | $\begin{aligned} & \eta \\ & m \\ & h x \end{aligned}$ | $\mathrm{g}_{\ell} \mathrm{cm}^{3}$ | $\rho_{\mathrm{s}}^{\mathrm{g}_{\mathrm{cm}}}$ |
| 0000 | J | 21.5 |  | 1.737 |  | . 38 | . 54 | $\underline{1.02}$ | 30 | . 0699 |  | -. 05 | E | 24.9 | 24.5 | 7.6 | 11.7 | 0.0 | . 46 | 065 | 7 | 0.46 | . 1799 | -0.23 | 1.0181 |  |
| 0100 | K | 23.0 |  | 1.494 |  | . 35 | . 54 | 1.02 | 30 | . 0630 |  | -. 05 | F | 24.9 | 24.4 | 7.2 | 11.4 | 0.0 | . 47 | 057 | 7 | 0.40 | . 1370 | -0.25 | 1.0181 |  |
| 0200 | L | 24.0 |  | 1.250 |  | . 34 | . 54 | $\underline{1.05}$ | 40 | . 0559 |  | -. 05 | G | 24.9 | 24.4 | 6.7 | 11.0 | 0.0 | . 48 | $\underline{023}$ | 8 | 0.36 | . 1016 | -0.17 | 1.0181 |  |
| 0300 | L | 24.0 | . 387 | 1.219 | $\underline{1.00}$ | . 34 | . 51 | 1.10 | 60 | . 0524 | -4.67 | -. 05 | H | 24.9 | 24.4 | 6.0 | 10.0 | 0.0 | . 51 | 022 | 8 | 0.31 | . 0805 | 0.00 | 1.0181 | 2.6500 |
| 0400 | L | 22.5 |  | 1.280 | 0.76 | . 35 | . 54 | 1.20 | 85 | . 0540 |  | $\underline{-.04}$ | G | 24.9 | 24.4 | 5.6 | $\underline{9.2}$ | 0.0 | . 54 | 020 | 9 | 0.30 | . 0752 | +0.18 | 1.0182 |  |
| 0500 | K | 19.5 |  | 1.463 | 0.44 | . 40 | . 60 | 1.17 | 95 | . 0594 |  | -. 04 | F | 24.8 | $\underline{24.2}$ | 5.4 | 8.6 | 0.0 | . 56 | 018 | 8 | 0.34 | . 0875 | +0.20 | 1.0181 |  |
| 0600 | J | 16.0 |  | 1.676 | 0.16 | . 47 | . 67 | 1.17 | 100 | . 0682 |  | -. 03 | D | $\underline{23.8}$ | 24.1 | 5.9 | 8.3 | 0.0 | . 60 | 018 | 8 | 0.46 | . 1139 | +0.24 | 1.0181 |  |
| 0700 | H | 13.5 |  | 1.920 | 0.10 | . 55 | . 75 | 1.18 | 110 | . 0787 |  | $\underline{-.02}$ | C | 23.5 | 24.1 | 6.5 | 8.2 | 5.5 | . 62 | $\underline{012}$ | 8 | 0.60 | . 1477 | +0.23 | 1.0180 |  |
| 0800 | G | 12.0 |  | 2.134 | 0.24 | . 62 | . 85 | 1.20 | 120 | $\underline{.0857}$ |  | $\underline{.09}$ | A | $\underline{23.4}$ | 24.0 | 7.0 | 8.0 | 11.8 | .64 | 011 | 8 | 0.68 | $\underline{.1781}$ | +0.18 | 1.0180 |  |
| 0900 | F | 18.5 | . 296 | $\underline{2.255}$ | 0.50 | . 64 | . 86 | 1.34 | 120 | . 0857 | -5.07 | . 12 | $\begin{aligned} & \mathrm{A}+ \\ & 35 \\ & \hline \end{aligned}$ | 23.0 | 24.1 | 7.2 | 8.4 | 8.5 | . 60 | 009 | 8 | 0.66 | . 1763 | +0.06 | 1.0179 | 2.6647 |
| 1000 | F | 24.0 |  | 2.255 | 0.84 | . 63 | . 85 | 1.50 | 115 | . 0770 |  | $\underline{.15}$ | A+ | $\underline{22.8}$ | 24.1 | 6.8 | 8.5 | 7.0 | . 52 | 006 | 7 | 0.57 | . 1584 | -0.08 | 1.0178 |  |
| 1100 | H | 27.5 |  | 2.073 | 1.12 | . 58 | . 80 | 1.42 | 105 | . 0647 |  | . 32 | A | 23.8 | 24.2 | 6.0 | 8.4 | 1.8 | . 48 | 003 | 7 | 0.50 | . 1317 | -0.17 | 1.0177 |  |
| 1200 | J | 28.0 |  | 1.890 | 1.24 | . 54 | . 75 | 1.36 | 100 | . 0540 |  | . 47 | C | 24.3 | 24.1 | 5.2 | 8.2 | 0.0 | . 39 | 007 | 6 | 0.42 | . 1086 | -0.19 | 1.0177 |  |
| 1300 | K | 29.5 |  | 1.676 | 1.20 | . 49 | . 67 | 1.41 | 90 | . 0472 |  | . 52 | D | 25.1 | 24.2 | 5.0 | 7.8 | 0.0 | . 44 | 018 | 5 | 0.48 | . 0963 | -0.24 | 1.0176 |  |
| 1400 | L | 30.5 |  | 1.433 | 1.08 | . 45 | . 63 | 1.48 | 70 | . 0437 |  | . 52 | E | 25.5 | 24.3 | 5.6 | 7.4 | 0.0 | . 60 | 022 | 5 | 0.54 | . 0805 | -0.21 | 1.0175 |  |
| 1500 | L | 31.5 |  | 1.280 | 0.98 | . 43 | . 60 | 1.37 | 60 | . 0402 | -5.73 | . 49 | E | 25.9 | 24.5 | 6.4 | 7.2 | $\underline{0.0}$ | . 80 | 022 | 5 | 0.61 | . 0630 | -0.03 | 1.0175 |  |
| 1600 | L | 31.0 | . 331 | 1.341 | 0.92 | . 41 | . 60 | 1.20 | 50 | . 0384 |  | . 40 | D | 26.0 | 24.7 | 7.3 | 7.0 | 0.0 | .96 | 025 | 4 | 0.64 | . 0524 | +0.10 | 1.0174 | 2.6521 |
| 1700 | L | 29.0 |  | 1.463 | 0.94 | . 42 | . 62 | 1.08 | 50 | . 0384 |  | . 19 | C | 25.6 | 24.9 | 8.0 | 6.6 | 0.0 | . 96 | 009 | 4 | 0.66 | . 0349 | +0.19 | 1.0175 |  |
| 1800 | K | 26.0 |  | 1.707 | 0.96 | . 44 | . 65 | . 97 | 50 | . 0419 |  | . 09 | A | 24.8 | 24.9 | 8.4 | 6.3 | 0.0 | . 80 | 332 | 3 | 0.68 | . 0244 | +0.23 | 1.0175 |  |
| 1900 | J | 23.5 |  | 1.920 | 1.04 | . 47 | . 68 | 1.10 | 50 | . 0472 |  | $\underline{-.02}$ | A+ | 24.9 | 24.8 | 8.4 | 6.0 | 0.0 | . 57 | 294 | 3 | 0.69 | . 0087 | +0.23 | 1.0175 |  |
| 2000 | I | $\underline{22.0}$ |  | $\underline{2.164}$ | 1.12 | . 52 | . 72 | 1.28 | 50 | . 0540 | -1.88 | -. 02 | A+ <br> 50 | 23.8 | 24.7 | 8.2 | 6.2 | 9.0 | . 28 | 273 | 3 | 0.70 | . 0000 | +0.21 | 1.0176 |  |
| 2100 | H | 23.0 |  | 2.286 | 1.16 | . 54 | . 75 | 1.16 | 50 | . 0612 |  | -. 03 | $\left\|\begin{array}{l} \overline{A+} \\ 55 \end{array}\right\|$ | 23.3 | 24.6 | 7.7 | 6.6 | 9.6 | . 14 | 258 | 2 | 0.64 | . 0000 | +0.06 | 1.0176 |  |
| 2200 | H | 25.5 | . 328 | 2.316 | 1.24 | . 54 | . 75 | 1.06 | 50 | . 0612 |  | -. 03 | $\begin{aligned} & A+ \\ & 45 \end{aligned}$ | 22.8 | 24.4 | 6.9 | 7.0 | 6.6 | . 08 | 248 | $\underline{2}$ | 0.57 | . 0018 | -0.06 | 1.0177 | 2.6724 |
| 2300 | I | 29.0 |  | 2.164 | 1.32 | . 53 | . 75 | 1.11 | 50 | . 0524 |  | -. 04 | $\begin{gathered} A+ \\ 22 \end{gathered}$ | 23.2 | 24.2 | 6.0 | 7.2 | 1.9 | . 05 | 250 | 1 | 0.50 | . 0035 | -0.17 | 1.0177 |  |


| $0 \cdot \frac{8}{0}$ |  |
| :---: | :---: |
| $0 \times \frac{5}{8}$ | 唇 |
|  |  |
| $10^{0}$ 等 |  |
|  |  |
| 㫛 |  |
| $3^{\circ} \mathrm{C}$ |  |
| 15 \％ |  |
|  |  |
| ¢0 \％ |  |
| 上5 \％ |  |
| $\sim$ |  |
| $\sim$－ |  |
|  |  |
|  |  |
| \％－ |  |
|  |  |
|  |  |
| s゙・ |  |
| \％ |  |
|  |  |
|  |  |
|  |  |
|  | \％ |
|  |  |
|  |  |
|  |  |



| $\begin{aligned} & \text { Time } \\ & \text { hrs } \end{aligned}$ | в |  | $\overline{\bar{D}}$ | $E_{t}$ | h | $\overline{\bar{u}_{\mathrm{b}}}$ | $\begin{array}{\|c} \mathrm{H}_{\mathrm{bs}} \\ \mathrm{~m} \end{array}$ | $\mathrm{H}_{\mathrm{s}}$ | $\bar{l}_{\text {b }}$ | $\begin{gathered} \overline{\mathrm{m}} \\ (\mathrm{tan}) \end{gathered}$ | $\begin{aligned} & Q_{f} \\ & \mathrm{~m}^{3} \end{aligned}$ |  | s | $\begin{gathered} \mathrm{t}_{\mathrm{a}} \\ (\cdot \mathrm{c}) \end{gathered}$ | $\left\lvert\, \begin{gathered} \mathrm{t}_{\mathrm{w}} \\ (\cdot \mathrm{c}) \end{gathered}\right.$ | $\begin{aligned} & \overline{\mathrm{T}}_{\mathrm{b}} \\ & \mathrm{sec} \end{aligned}$ | $\mathrm{T}_{\mathrm{s}}$ <br> sec | $u$ | $\begin{aligned} & \overline{\mathrm{v}} \\ & \frac{\mathrm{~m}}{\mathrm{sec}} \end{aligned}$ | $\mathrm{w}_{\text {d }}{ }_{\text {( }}{ }^{\text {c }}$ | \% $\begin{gathered}\text { s } \\ \text { m } \\ \text { sec }\end{gathered}$ | $\bar{z}$ m | ( $\begin{aligned} & \bar{\alpha}_{b} \\ & (\tan )\end{aligned}$ | $\begin{aligned} & n \\ & \frac{\mathbf{m}}{\mathrm{nx}} \end{aligned}$ | ( ${ }_{\text {p }} \mathrm{l}$ | $\mathrm{S}_{\mathrm{s}}^{\mathrm{s}} \mathrm{cm}^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0000 | J | 23.0 |  | $\underline{2.012}$ | 0.48 | . 54 | . 75 | .35 | 135 | . 0524 |  | -. 07 | D | 23.8 | 25.3 | 8.2 | 10.0 | 2.4 | . 04 | 204 | 4 | 0.62 | . 0000 | -0.14 | 1.0171 |  |
| 0100 | J | 26.0 |  | $\underline{1.798}$ | 0.56 | . 52 | . 68 | . 30 | 150 | . 0437 |  | -. 07 | D | 23.8 | 25.3 | 7.8 | 9.7 | 0.0 | . 00 | 204 | 3 | 0.58 | . 0000 | -0.18 | 1.0171 |  |
| 0200 | K | 28.0 |  | $\underline{1.524}$ | 0.64 | . 46 | . 60 | . 25 | 140 | . 0367 |  | $\underline{-.07}$ | E | 23.6 | 25.0 | 7.0 | 9.5 | 0.0 | . 04 | 180 | $\underline{3}$ | 0.52 | . 0000 | -0.21 | 1.0172 |  |
| 0300 | K | 28.5 |  | $\underline{1.341}$ | 0.68 | . 39 | . 50 | . 21 | 125 | . 0349 |  | -. 06 | F | 23.2 | 24.8 | 5.6 | 9.2 | 0.0 | . 13 | 201 | 2 | 0.47 | . 0000 | -0.19 | 1.0172 |  |
| 0400 | $\underline{L}$ | 26.0 | . 316 | $\underline{1.250}$ | 0.68 | . 32 | . 42 | . 18 | 120 | . 0367 | +1.42 | -. 07 | $\underline{\text { G }}$ | 23.0 | 24.6 | 4.7 | 9.0 | 0.0 | 23 | $\underline{201}$ | $\underline{3}$ | 0.43 | . 0000 | -0.06 | $\underline{1.0173}$ | 2.6588 |
| 0500 | L | 22.0 |  | $\underline{1.219}$ | 0.52 | . 25 | . 36 | . 18 | 120 | . 0437 |  | $\underline{-.07}$ | G | 23.3 | 24.3 | 4.6 | 9.0 | 0.0 | . 28 | 211 | 3 | 0.42 | . 0000 | 0.00 | 1.0173 |  |
| 0600 | K | 17.5 |  | $\underline{1.280}$ | 0.36 | . 22 | . 35 | . 19 | 120 | . 0524 |  | -. 07 | G | 23.6 | 24.2 | 5.2 | 9.0 | 0.0 | . 26 | 218 | 3 | 0.42 | . 0000 | +0.15 | 1.0174 |  |
| 0700 | I | 13.0 |  | $\underline{1.402}$ | 0.24 | . 22 | . 35 | . 19 | 120 | . 0647 |  | -. 01 | F | 24.3 | 24.1 | 6.2 | 8.5 | 0.0 | . 24 | 220 | 3 | 0.41 | . 0052 | +0.21 | 1.0174 |  |
| 0800 | H | $\underline{10.0}$ |  | $\underline{1.554}$ | 0.20 | . 24 | . 35 | . 20 | 120 | . 0770 |  | . 07 | D | 25.2 | 23.9 | 7.4 | 8.0 | 4.9 | . 24 | 221 | 3 | 0.40 | . 0105 | +0.20 | 1.0175 |  |
| 0900 | G | 7.0 |  | $\underline{1.829}$ | 0.22 | . 28 | . 44 | . 19 | 120 | . 0857 |  | . 18 | c | 26.7 | $\underline{23.8}$ | 8.0 | 8.2 | 8.8 | . 26 | 220 | $\underline{3}$ | 0.42 | . 0140 | +0.18 | 1.0174 |  |
| 1000 | F | 6.5 |  | 2.041 | 0.24 | . 33 | . 55 | . 20 | 110 | . 0910 |  | . 32 | в | 27.6 | 23.9 | 8.2 | 8.4 | 10.0 | . 28 | 219 | 3 | 0.43 | . 0175 | +0.15 | 1.0173 |  |
| 1100 | F | 6.5 |  | $\underline{2.164}$ | 0.28 | . 39 | . 66 | . 20 | 98 | . 0893 | +0.01 | . 42 | в | 28.8 | 23.8 | 8.0 | 8.6 | 9.6 | . 32 | 217 | 3 | 0.44 | . 0192 | 0.00 | 1.0172 |  |
| 1200 | $\underline{\text { G }}$ | 10.5 | . 345 | $\underline{2.134}$ | 0.38 | . 45 | . 71 | .20 | 80 | . 0734 |  | . 51 | B | 30.3 | 23.8 | 7.6 | 9.0 | 6.4 | . 34 | 217 | 4 | 0.46 | . 0192 | -0.12 | 1.0171 | 2.6527 |
| 1300 | $\underline{\text { I }}$ | 19.5 |  | $\underline{2.073}$ | 0.56 | . 49 | . 66 | . 21 | 62 | . 0540 |  | . 55 | c | 31.5 | 23.6 | 6.9 | 8.4 | 1.9 | . 36 | 220 | 5 | 0.48 | . 0192 | -0.20 | 1.0171 |  |
| 1400 | K | 28.0 |  | $\underline{1.890}$ | . 68 | . 49 | . 59 | 26 | 50 | . 0367 |  | . 51 | E | 32.2 | 23.4 | 6.2 | 7.8 | 0.0 | . 38 | 222 | 6 | 0.49 | . 0175 | -0.23 | 1.0174 |  |
| 1500 | L | 31.5 |  | $\underline{1.676}$ | 0.72 | . 45 | . 52 | . 30 | 40 | . 0297 |  | . 46 | E | 32.6 | 23.3 | 5.8 | 7.4 | 0.0 | . 40 | 221 | 6 | 0.50 | . 0122 | -0.22 | 1.0180 |  |
| 1600 | M | 32.5 |  | $\underline{1.494}$ | 0.70 | . 35 | . 47 | . 33 | 35 | . 0314 |  | . 28 | F | 32.7 | 23.0 | 5.5 | 7.0 | 0.0 | . 40 | 220 | 7 | 0.50 | . 0087 | -0.09 | 1.0185 |  |
| 1700 | $\underline{M}$ | 30.5 | . 317 | 1.402 | 0.64 | . 25 | . 47 | . 32 | 30 | . 0349 | -0.36 | . 11 | G | 32.3 | 23.1 | 5.3 | 7.2 | 0.0 | . 40 | 212 | 6 | 0.52 | . 0000 | 0.00 | 1.0189 | 2.6530 |
| 1800 | M | 27.5 |  | $\underline{1.402}$ | 0.60 | . 24 | . 50 | . 32 | 30 | . 0367 |  | . 11 | G | 31.3 | 23.1 | 5.1 | 7.5 | 0.0 | . 36 | 200 | 6 | 0.54 | . 0000 | +0.06 | 1.0192 |  |
| 1900 | L | 24.5 |  | $\underline{1.433}$ | 0.56 | . 30 | . 55 | . 32 | 30 | . 0384 |  | -. 02 | F | 29.6 | 23.1 | 5.1 | 7.8 | 0.0 | . 32 | 197 | 5 | 0.53 | . 0000 | +0.12 | 1.0195 |  |
| 2000 | L | 23.0 |  | 1.554 | 0.52 | . 39 | . 59 | . 35 | 30 | . 0419 |  | -. 06 | F | 27.8 | 23.1 | 5.2 | 8.0 | 0.6 | . 28 | 196 | 5 | 0.53 | . 0000 | +0.16 | 1.0198 |  |
| 2100 | $\underline{\text { K }}$ | 23.0 |  | $\underline{1.676}$ | 0.52 | . 46 | . 61 | . 31 | 30 | . 0472 |  | -. 06 | E | 27.1 | 23.0 | 5.6 | 7.3 | 2.0 | . 26 | 196 | 4 | 0.53 | . 0035 | +0.16 | 1.0199 |  |
| 2200 | K | 23.5 |  | $\underline{1.890}$ | 0.56 | . 51 | . 64 | . 29 | 32 | . 0507 |  | $\underline{-.06}$ | D | 26.6 | 22.9 | 6.0 | 6.5 | 1.7 | . 28 | 200 | 4 | 0.54 | . 0262 | +0.13 | 1.0200 |  |
| 2300 | J | 23.5 |  | 1.981 | 0.64 | . 50 | . 64 | . 25 | 32 | . 0524 | +0.02 | $\underline{-.06}$ | D | 26.3 | 22.9 | 6.6 | 5.6 | 0.9 | . 34 | 218 | 4 | 0.54 | . 0437 | 0.00 | 1.0201 | 2.6491 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |


| $0 \times \frac{8}{6}$ |  |  |
| :---: | :---: | :---: |
| $\bigcirc{ }^{\alpha} \frac{\square}{6}$ |  |  |
| － |  |  |
| $10^{\circ} \mathrm{C}$ |  |  |
| ${ }^{10}$ |  |  |
|  | けのm |  |
| $0^{\circ} \mathrm{O}$ |  |  |
| 1s a $0_{0}$ |  | ¢̛｜ |
| ＝${ }^{\text {a }}$ |  |  |
| ${ }^{\circ}$ ¢ |  |  |
| $H^{+5}$ | －${ }_{-1}$ |  |
| $\sim^{3}$ |  |  |
| $\sim$ |  |  |
| $\cdots$ |  |  |
|  |  |  |
|  | ¢ | $\stackrel{\square}{\square}$ |
| 18 毫 |  |  |
| $12^{\circ} \mathrm{B}$ |  |  |
| $\mathrm{m}^{\text {m }}$ |  |  |
| $x^{\text {m }}$－ |  |  |
| 1108 |  |  |
| $=8$ |  |  |
|  |  |  |
| 10 | $\stackrel{\square}{1}$ | 严 |
| $\bigcirc$ |  | 合过 |
| － |  |  |
| 等 |  | \％ |


| Time hrs | B | d | $\bar{D}$ <br> mm | $\begin{aligned} & E_{t} \\ & m \end{aligned}$ | h | $\overline{\mathrm{H}}_{\mathrm{b}}$ | $\left\lvert\, \begin{gathered} \mathrm{H}_{\mathrm{bs}} \\ \mathrm{~m} \end{gathered}\right.$ | $\begin{aligned} & \mathrm{H}_{\mathrm{s}} \\ & \mathrm{~m} \end{aligned}$ | $\begin{aligned} & \bar{l}_{\mathrm{b}} \\ & \mathrm{~m} \end{aligned}$ | $\begin{gathered} \overline{\mathrm{m}} \\ (\tan ) \end{gathered}$ | $\begin{gathered} Q_{f} \\ \mathrm{~m}^{3} \end{gathered}$ | $\left.\begin{gathered} \mathrm{R}_{\mathrm{n}} \\ \mathrm{~g} \mathrm{cal/} \\ \mathrm{~cm}^{2} / \mathrm{sec} \end{gathered} \right\rvert\,$ | S | $\begin{aligned} & { }_{\mathbf{t}}^{\mathbf{a}} \\ & (\cdot \mathrm{c}) \end{aligned}$ | $\begin{aligned} & \mathrm{t}_{\mathrm{w}} \\ & (\cdot \mathrm{c}) \end{aligned}$ | $\begin{aligned} & \overline{\mathrm{T}}_{\mathrm{b}} \\ & \mathrm{sec} \end{aligned}$ | $\left\lvert\, \begin{aligned} & \mathrm{T}_{\mathrm{s}} \\ & \mathrm{sec} \end{aligned}\right.$ |  | $\bar{v}$ $\frac{\mathrm{m}}{\sec }$ | $\mathrm{W}_{\text {d }}{ }_{\text {( }}{ }^{\circ}$ | $\left\|\begin{array}{c} w_{s} \\ \mathrm{~m} \\ \mathrm{sec} \end{array}\right\|$ | $\begin{aligned} & \bar{z} \\ & \mathrm{~m} \end{aligned}$ | $\begin{gathered} \bar{\alpha}_{b} \\ (\tan ) \end{gathered}$ | $\frac{n}{\square}$ | $\stackrel{\rho}{\ell}^{\mathrm{g} / \mathrm{cm}^{3}}$ | $\rho_{s}$ $8 / \mathrm{cm}^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0000 | I | 17.5 | . 298 | 1.951 | 0.74 | . 60 | . 93 | . 31 | 180 | . 0540 | +1.15 | $\underline{-.09}$ | C | 24.5 | 24.5 | 10.7 | 11.0 | 4.9 | . 12 | 247 | 3 | 0.46 | . 0524 | -0.05 | 1.0179 | 2.6532 |
| 0100 | I | 18.0 |  | 1.890 | 0.72 | . 56 | . 85 | . 35 | 190 | . 0507 |  | -. 09 | D | 23.5 | 24.4 | 11.9 | 10.6 | 1.4 | . 12 | 252 | 3 | 0.43 | . 0559 | -0.10 | 1.0180 |  |
| 0200 | J | 20.0 |  | 1.737 | 0.76 | . 48 | . 72 | . 36 | 175 | . 0472 |  | -. 09 | E | 23.3 | 24.1 | 11.0 | 10.4 | 0.0 | . 09 | 261 | $\underline{3}$ | 0.40 | . 0612 | -0.15 | 1.0182 |  |
| 0300 | K | 22.5 |  | 1.585 | 0.80 | . 39 | . 59 | . 34 | 130 | . 0454 |  | $\underline{-.09}$ | F | 23.4 | 23.8 | 8.7 | 10.2 | 0.0 | . 08 | 287 | 3 | 0.38 | . 0734 | -0.15 | 1.0184 |  |
| 0400 | L | 24.0 |  | 1.433 | 0.80 | . 30 | . 48 | . 31 | 70 | . 0472 | +0.11 | -. 09 | G | 23.6 | 23.6 | 7.0 | 10.0 | 0.0 | . 06 | 307 | 3 | 0.34 | . 0875 | -0.14 | 1.0185 |  |
| 0500 | M | 23.0 |  | 1.341 | 0.76 | . 27 | . 47 | . 32 | 43 | . 0507 |  | -. 08 | H | 23.7 | 23.4 | 6.4 | 10.0 | 0.0 | . 13 | 336 | 4 | 0.34 | . 0998 | -0.08 | 1.0187 |  |
| 0600 | L | 19.5 | . 329 | 1.280 | 0.64 | . 28 | . 51 | . 32 | 38 | . 0559 |  | $\underline{-.08}$ | H | 23.8 | 23.3 | 6.4 | 10.0 | 1.0 | . 20 | 358 | 4 | 0.34 | . 1016 | 0.00 | 1.0188 | 2.6544 |
| 0700 | K | 15.0 |  | 1.310 | 0.48 | . 30 | . 60 | . 32 | 20 | . 0630 |  | -. 08 | c | 23.8 | 23.2 | 6.7 | 10.0 | 3.6 | . 28 | 360 | 4 | 0.34 | . 0981 | +0.15 | 1.0189 |  |
| 0800 | J | 12.0 |  | 1.524 | 0.40 | . 33 | . 65 | . 22 | 18 | . 0699 |  | . 01 | E | 23.7 | 23.1 | 7.0 | 10.0 | 5.4 | . 36 | 350 | $\underline{3}$ | 0.34 | . 0981 | +0.23 | 1.0190 |  |
| 0900 | I | 11.0 |  | $\underline{1.768}$ | 0.30 | . 36 | . 68 | . 23 | 20 | . 0752 |  | . 21 | D | 23.9 | 23.0 | 7.6 | 10.2 | 7.1 | . 40 | 352 | 3 | 0.40 | . 1033 | +0.21 | $\underline{1.0191}$ |  |
| 1000 | H | 9.5 |  | 1.920 | 0.20 | . 38 | . 65 | . 25 | 25 | . 0787 |  | . 33 | B | 24.2 | 23.0 | 8.0 | 10.4 | 8.4 | . 46 | 348 | 3 | 0.53 | . 1052 | +0.17 | 1.0188 |  |
| 1100 | H | 9.0 |  | $\underline{2.103}$ | 0.10 | . 39 | . 62 | . 27 | 30 | . 0822 |  | . 46 | A | 24.5 | 23.0 | 8.2 | 10.7 | 9.4 | . 52 | 343 | 4 | 0.74 | . 1139 | +0.06 | 1.0184 |  |
| 1200 | G | 9.0 | $\underline{.} 310$ | $\underline{2.134}$ | 0.04 | . 39 | . 60 | . 31 | 35 | . 0840 |  | . 56 | A | 24.7 | 23.1 | 8.2 | 11.0 | 9.8 | . 56 | 353 | 5 | 0.90 | . 1370 | +0.01 | 1.0181 | 2.6719 |
| 1300 | G | 10.5 |  | 2.134 | 0.00 | . 39 | . 59 | . 27 | 45 | . 0805 | +0.33 | . 56 | B | 25.2 | 23.7 | 8.1 | 10.2 | 9.6 | . 55 | 044 | 6 | 0.96 | . 1370 | -0.04 | 1.0180 |  |
| 1400 | G | 11.5 |  | 1.981 | 0.12 | . 39 | . 58 | . 24 | 75 | . 0805 |  | . 50 | C | 26.2 | 24.9 | 7.6 | 9.5 | 8.2 | . 48 | 117 | $\underline{6}$ | 0.87 | . 1281 | -0.15 | 1.0180 |  |
| 1500 | H | 12.0 |  | 1.859 | 0.40 | . 38 | . 56 | . 20 | 100 | . 0805 |  | . 47 | D | 27.4 | 25.1 | 7.1 | 8.8 | 6.8 | . 42 | 196 | 5 | 0.50 | . 0928 | -0.21 | 1.0180 |  |
| 1600 | $\underline{1}$ | 12.5 |  | 1.615 | $\underline{0.60}$ | . 32 | . 56 | $\underline{.20}$ | 120 | . 0770 |  | . 37 | E | 28.3 | 25.1 | 6.6 | 8.0 | 5.8 | . 38 | 208 | 5 | $\underline{0.30}$ | . 0612 | -0.23 | $\underline{1.0180}$ |  |
| 1700 | J | 13.5 |  | $\underline{1.494}$ | 0.60 | . 35 | . 55 | . 18 | 115 | . 0699 |  | . 19 | F | 29.5 | 25.0 | 6.2 | 7.8 | 5.3 | . 42 | 212 | 4 | 0.30 | . 0524 | -0.12 | 1.0181 |  |
| 1800 | K | 15.5 | . 240 | $\underline{1.402}$ | 0.60 | . 35 | . 55 | . 18 | 100 | . 0612 |  | . 08 | G | 28.6 | 24.7 | 6.2 | 7.5 | 4.8 | . 48 | 206 | 3 | 0.34 | . 0612 | -0.06 | 1.0182 | 2.6273 |
| 1900 | L | 17.5 |  | 1.372 | 0.60 | . 34 | . 54 | . 19 | 80 | . 0559 |  | $\underline{-.04}$ | G | 26.5 | 24.4 | 6.0 | 7.2 | 3.9 | . 52 | 203 | 3 | 0.36 | . 0787 | 0.00 | 1.0184 |  |
| 2000 | $\underline{L}$ | 19.0 |  | 1.402 | 0.60 | . 35 | . 50 | . 20 | 60 | . 0524 | +1.04 | $\underline{-.08}$ | $\underline{F}$ | 24.7 | 24.2 | 5.8 | 7.0 | 2.6 | . 53 | 206 | $\underline{3}$ | 0.38 | . 0981 | +0.05 | 1.0185 |  |
| 2100 | K | 21.0 |  | 1.494 | 0.64 | . 35 | . 50 | . 21 | 60 | . 0507 |  | $\underline{-.08}$ | E | 23.5 | 24.1 | 5.8 | 6.1 | - 2 | . 49 | 242 | 3 | 0.41 | . 1192 | +0.13 | 1.0185 |  |
| 2200 | $J$ | 22.0 |  | 1.646 | 0.72 | . 38 | . 51 | . 21 | 60 | . 0472 |  | -. 08 | D | $\underline{22.8}$ | 24.0 | 5.5 | 5.2 | 0.3 | . 48 | 289 | $\underline{3}$ | 0.43 | . 1388 | +0.14 | 1.0185 |  |
| 2300 | J | 24.0 |  | $\underline{1.768}$ | 0.76 | . 39 | . 55 | . 20 | 60 | . 0454 |  | -. 07 | C | 22.8 | 24.0 | 5.1 | 4.3 | 1.4 | . 44 | 281 | 2 | 0.45 | . 1512 | +0.09 | 1.0185 |  |
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& + \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { I } \\
& 0 \\
& + \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 1 \\
& 0 \\
& +
\end{aligned}
$$
\] <br>

\hline $10^{\circ}$ 蕆 \& \[

\] \& \[

$$
\begin{aligned}
& \text { o } \\
& \text { ñ } \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0 \\
& \underset{H}{1}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \underset{\sim}{r} \\
& \underset{6}{1}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \circ \\
& \underset{\sim}{\circ} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \text { j } \\
& 0
\end{aligned}
$$

\] \& \[

\] \& \[

$$
\begin{aligned}
& n \\
& \hline 8 \\
& \hline
\end{aligned}
$$

\] \& \[

\stackrel{N}{N}

\] \& \[

\stackrel{N}{\underset{\sim}{-}}
\] \& ल

$\cdots$

$\cdots$ \& \[

\] \& \[

$$
\begin{aligned}
& -1 \\
& \infty \\
& \stackrel{1}{1}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { M } \\
& \stackrel{i}{n} \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& \tilde{n} \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { on } \\
& \underset{\sim}{2} \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \mathrm{N} \\
& \stackrel{H}{\mathrm{H}}
\end{aligned}
$$

\] \& \[

\] \& \[

$$
\begin{aligned}
& \stackrel{+}{1} \\
& \underset{0}{0}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { N } \\
& \hline 0 \\
& \hline 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 10 \\
& 0 \\
& \infty \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \frac{1}{8} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& 0 \\
& 0 \\
& 0
\end{aligned}
$$
\] \& N

0 <br>

\hline IN \& $$

$$ \& \[

$$
\begin{aligned}
& \text { 요 } \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { og } \\
& \dot{0}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \stackrel{\infty}{+} \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& + \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
\infty \\
+ \\
0 \\
0
\end{gathered}
$$

\] \& $\stackrel{\sim}{*}$ \& \& ¢ \& $\stackrel{0}{0}$ \& $\stackrel{ \pm}{ \pm}$ \& $\stackrel{ \pm}{ \pm}$ \& $\stackrel{ \pm}{ \pm}$ \& N゙｜ \& $\stackrel{+}{+}$ \& へ \& $\stackrel{ \pm}{ \pm}$ \& \[

\underset{\sim}{\sim}
\] \& － \& $\stackrel{\sim}{\sim}$ \& N1 \& ¢ \& ¢ \& － <br>

\hline  \& N \& ml \& n \& N \& $\infty 1$ \& 0 \& 0 \& 0 \& 0 \& al \& $\infty$ \& N \& ©1 \& n \& v1 \& $\checkmark$ \& v1 \& m \& N \& $\sim$ \& N1 \& $m$ \& v1 \& n <br>

\hline $$
3^{0}
$$ \& \[

\underset{N}{N}

\] \& \[

$$
\begin{gathered}
-1 \\
\underset{\sim}{2}
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 10 \\
& \sim
\end{aligned}
$$

\] \& -- \& \[

$$
\begin{aligned}
& \text { ol } \\
& \text { n }
\end{aligned}
$$

\] \& -- \& N \& \[

$$
\begin{aligned}
& 0 \\
& -1 \\
& 0
\end{aligned}
$$

\] \& 옹 \& \[

$$
\begin{aligned}
& \infty \\
& \underset{O}{0}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { N } \\
& \hline 0
\end{aligned}
$$

\] \& \[

\stackrel{N}{\mathcal{O}}

\] \& \[

$$
\begin{gathered}
\infty \\
\stackrel{1}{0} \\
0
\end{gathered}
$$

\] \& in \& \[

$$
\begin{aligned}
& 0 \\
& \text { h? } \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \vdots \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \pm \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \vdots \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& N \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 8 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& H \& \[

$$
\begin{array}{|c|c|}
\substack{0 \\
0}
\end{array}
$$
\] \& $\stackrel{\infty}{0}$ <br>

\hline  \& 인 \& N \& $\stackrel{\sim}{\square}$ \& $\stackrel{\square}{\square}$ \& $\bigcirc$ \& 8 \& 8. \& 8. \& 8. \& $\xrightarrow{-1}$ \& \％ \& ก \& $\stackrel{\infty}{0}$ \& $\stackrel{\infty}{0}$ \& N0． \& 士 \& $\bigcirc$ \& ¢ \& అ． \& ก \& ¢ \& $\stackrel{\square}{\top}$ \& ָั \& ¢ <br>

\hline 7 － \& $$
\begin{aligned}
& \infty \\
& \dot{N}
\end{aligned}
$$ \& \[

$$
\begin{aligned}
& 0 \\
& \dot{\sim}
\end{aligned}
$$

\] \& \[

0

\] \& \[

0

\] \& \[

0

\] \& \[

$$
\begin{array}{l|}
0 \\
0 \\
0
\end{array}
$$

\] \& \[

0

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

0

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

0

\] \& \[

0

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

0

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

0

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

0

\] \& 0 \& \[

$$
\begin{array}{l|}
0 \\
0 \\
0
\end{array}
$$

\] \& \[

0

\] \& \[

0

\] \& \[

?
\] <br>

\hline $\square^{\infty}$| ¢ |
| :--- | \& $\stackrel{\sim}{\text { m }}$ \& \[

$$
\begin{gathered}
\dot{~} \\
\text { • }
\end{gathered}
$$

\] \& \[

\stackrel{\rightharpoonup}{\sim}

\] \& \[

\stackrel{\rightharpoonup}{\dot{m}}

\] \& \[

\stackrel{n}{n}

\] \& \[

$$
\begin{gathered}
N \\
m
\end{gathered}
$$

\] \& \[

\stackrel{0}{m}

\] \& \[

$$
\begin{aligned}
& 0 \\
& m
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& m
\end{aligned}
$$

\] \& N \& $\stackrel{\square}{\text { m }}$ \& ก̀ \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 1
\end{aligned}
$$
\] \& $\stackrel{1}{9}$ \& $\stackrel{+}{5}$ \& $\stackrel{\square}{9}$ \& in \& N \& in \& in \& 잉 \& $\stackrel{\square}{\circ}$ \& $\stackrel{+}{0}$ \& ก <br>

\hline 1F－${ }^{\text {H }}$ \& $\stackrel{+}{\square}$ \& \[
\stackrel{+}{4}

\] \& \[

\infty

\] \& \[

r

\] \& \[

\stackrel{0}{0}

\] \& \[

$$
\begin{aligned}
& 7 \\
& \dot{4}
\end{aligned}
$$

\] \& \[

\dot{\mathrm{N}}

\] \& \[

$$
\begin{aligned}
& 0 \\
& \mathrm{i}
\end{aligned}
$$

\] \& \[

\infty

\] \& $\stackrel{\square}{\text { in }}$ \& \[

$$
\begin{aligned}
& 0 \\
& i
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& n
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \sim \\
& n
\end{aligned}
$$

\] \& \[

\underset{n}{n}

\] \& \[

0

\] \& in \& \[

$$
\begin{aligned}
& \text { n } \\
& \text { n }
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
N \\
n \\
n
\end{gathered}
$$

\] \& \[

0

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

\stackrel{\rightharpoonup}{N}

\] \& $\cdots$ \& \[

\mathfrak{m}
\] \& － <br>

\hline $\sim^{3} \underbrace{0}_{0}$ \& \[
$$
\begin{aligned}
& 0 \\
& \text { N } \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{array}{l|}
0 \\
\dot{n} \\
\mathrm{~N}
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \stackrel{N}{N}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& N \\
& \underset{N}{N}
\end{aligned}
$$

\] \&  \& \[

$$
\begin{aligned}
& 0 \\
& \underset{N}{N}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \underset{N}{N}
\end{aligned}
$$

\] \& \[

\stackrel{H}{\sim}

\] \& \[

$$
\begin{aligned}
& N \\
& \underset{\sim}{n} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
+ \\
\underset{\sim}{n} \\
\\
\hline
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \dot{N} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \hat{N} \\
& \dot{N}
\end{aligned}
$$

\] \& \[

\stackrel{N}{N}

\] \& \[

$$
\begin{aligned}
& \infty \\
& \dot{N}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \dot{9} \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{array}{c|}
-1 \\
\dot{\sim} \\
\sim
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& \mathrm{H} \\
& \stackrel{4}{\mathrm{~N}}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \text { N }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \dot{\sim} \\
& \text { N }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \dot{9} \\
& \dot{N}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \dot{9} \\
& \dot{v}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \dot{n} \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 9 \\
& \underset{\sim}{n}
\end{aligned}
$$
\] <br>

\hline ＂ \& $$
\begin{aligned}
& \infty \\
& N \\
& N
\end{aligned}
$$ \& \[

$$
\begin{aligned}
& o \\
& \dot{N} \\
& \mathrm{~N}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \underset{\sim}{N} \\
& \hline
\end{aligned}
$$

\] \& \[

\] \& \[

$$
\begin{gathered}
n \\
\underset{N}{N}
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \underset{N}{2}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \underset{N}{N}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \dot{~} \\
& \dot{N} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \dot{N} \\
& \mathrm{~N} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
0 \\
\dot{N} \\
\mathrm{~N}
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& N \\
& N
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \dot{N} \\
& \dot{N}
\end{aligned}
$$

\] \& \[

$$
\begin{array}{r}
\underset{\sim}{\sim} \\
\underset{N}{2}
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \underset{N}{N}
\end{aligned}
$$

\] \& \[

\left.$$
\begin{gathered}
0 \\
N \\
N
\end{gathered}
$$ \right\rvert\,

\] \& \[

$$
\begin{aligned}
& ? \\
& N \\
& N
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& n \\
& n
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \dot{N} \\
& \underset{N}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& v \\
& N \\
& N
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& N
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \text { N }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \mathrm{H} \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \underset{\sim}{N}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \mathrm{N} \\
& \mathrm{~N} \\
& \mathrm{~N}
\end{aligned}
$$
\] <br>

\hline $\infty$ \& 01 \& 0 \& ค \& $\underbrace{4}$ \& ¢ \& 01 \& $\pm$ \& 岃 \& 01 \& 山 \& ゅ \& － \& 0 \& 01 \& 0 \& ค \& 师 \& 以 \& 臨 \& 山 \& ¢ \& 上 \& 师 \& 㹵 <br>

\hline  \& $$
\begin{aligned}
& \hat{1} \\
& 0 \\
& i
\end{aligned}
$$ \& \[

\left.$$
\begin{aligned}
& n \\
& 0 \\
& i
\end{aligned}
$$ \right\rvert\,

\] \& \[

$$
\begin{aligned}
& n \\
& i \\
& i
\end{aligned}
$$

\] \& \[

\left.$$
\begin{gathered}
\wedge_{1} \\
i
\end{gathered}
$$ \right\rvert\,
\] \& －1 \& 잉 \& $\circ$

0

$i$ \& | 0 |
| :--- |
| 0 |
| 1 | \& $n$

0
0 \& 0.1 \& $\stackrel{\infty}{\sim}$ \& $\stackrel{-1}{\square}$ \& $\stackrel{9}{\square}$ \& H！ \& $\xrightarrow{n} 1$ \& 이․ \& $\stackrel{9}{\square}$ \& $\stackrel{\infty}{\square}$ \& O．1 \& 91 \& 인 \& 인 \& 80 \& O <br>

\hline $0^{4 / m}$ \& \[
$$
\begin{aligned}
& 0 \\
& 1 \\
& 0 \\
& +
\end{aligned}
$$

\] \& \& \& \& \& \& \& \[

$$
\begin{aligned}
& n \\
& \infty \\
& 0 \\
& 1
\end{aligned}
$$

\] \& \& \& \& \& \& \[

$$
\begin{aligned}
& \text { Y } \\
& -1 \\
& i
\end{aligned}
$$

\] \& \& \& \& \& \& \& \[

$$
\begin{aligned}
& n \\
& 0 \\
& 0 \\
& 1
\end{aligned}
$$
\] \& \& \& <br>

\hline  \& $$
\begin{aligned}
& n \\
& \underset{\sim}{1}
\end{aligned}
$$ \& \[

$$
\begin{aligned}
& 9 \\
& 1 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { N } \\
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \ddagger \\
& \underset{\sim}{\circ} \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& Nô \& N \& O \& N｜ \& \[

$$
\begin{aligned}
& \text { n } \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& \text { n } \\
& 0
\end{aligned}
$$

\] \& ñ \& \[

$$
\begin{aligned}
& n \\
& n \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

\] \& \[

\] \& \[

$$
\begin{aligned}
& 0 \\
& \infty \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { t } \\
& \text { J } \\
& 0
\end{aligned}
$$

\] \& No \& \[

\] \& \[

$$
\begin{gathered}
\underset{N}{N} \\
\end{gathered}
$$

\] \&  \& \[

$$
\begin{aligned}
& \mathrm{N} \\
& \mathrm{~N}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \pm \\
& \infty \\
& \\
& \hline
\end{aligned}
$$
\] \& ¢ <br>

\hline 120 － \& 8 \& 웅 \& ㅇ \& 앙 \& $\stackrel{\infty}{\square}$ \& $\cdots$ \& $\stackrel{\infty}{\sim}$ \& 웃 \& $\stackrel{\infty}{\square}$ \& $\checkmark$ \& $\stackrel{\sim}{\sim}$ \& $\xrightarrow{\sim}$ \& $\stackrel{\sim}{\sim}$ \& $\stackrel{9}{7}$ \& $\bigcirc$ \& 8 \& 인 \& \％ \& 8 \& $\bigcirc$ \& ～n \& ¢ \& 앙 \& － <br>

\hline $>^{\infty}$ 日 \& 인 \& $\stackrel{\bigcirc}{\bigcirc}$ \& $\cdots$ \& － \& $\stackrel{-}{1}$ \& $\stackrel{-}{\sim}$ \& ก｜ \& へ \& $$
\stackrel{ल}{\mathrm{~N}} \mid
$$ \& $\stackrel{\infty}{\sim}$ \& $\stackrel{\square}{\text { J }}$ \& －1 \& 잉 \& ก \& $\stackrel{\square}{\text { ¢ }}$ \& $\stackrel{\infty}{\square}$ \& $\stackrel{\text { N．}}{ }$ \& N \& n？ \& $\stackrel{\infty}{0}$ \& $\stackrel{1}{7}$ \& ？ \& ก \& กู <br>

\hline \％日 \& $\stackrel{\infty}{\sim}$ \& ก． \& ＋ \& 으․ \& $\stackrel{7}{7}$ \& $\stackrel{\square}{1}$ \& $\stackrel{\square}{\square}$ \& $\stackrel{7}{7}$ \& $\stackrel{\square}{\text { ¢1 }}$ \& ก？ \& $\bigcirc$ \& $\stackrel{\infty}{\sim}$ \& $\stackrel{\sim}{\infty}$ \& ¢． \& $\stackrel{\text { の }}{ }$ \& $\stackrel{n}{7}$ \& T） \& \％ \& ！？ \& $\stackrel{\infty}{\sim}$ \& 인 \& 안 \& ？ \& n？ <br>
\hline 170 日 \& $\stackrel{9}{\Gamma}$ \& ¢ \& $\stackrel{\infty}{\sim}$ \& n \& ก． \& ल． \& ¢ \& $\stackrel{\sim}{\top}$ \& $\stackrel{\square}{\text { N}}$ \& ก． \& ＋ \& ก̃ \& ¢ \& ঢ゙ \& ঢ゙ \& 8 \& N \& $\stackrel{\text { F }}{\text { F }}$ \& $\stackrel{\bigcirc}{7}$ \& $\stackrel{n}{n}$ \& － \& N \& n？ \& ñ． <br>

\hline 上 日 \& $$
\begin{array}{l|}
\hline 0 \\
0 \\
0 \\
0
\end{array}
$$ \& \[

$$
\begin{aligned}
& \mathrm{N} \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { t} \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& N \\
& \text { N } \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \pm \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& N \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \underset{0}{2} \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \mathbf{r} \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \circ \\
& \infty \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \infty \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& 0 \\
& 0
\end{aligned}
$$

\] \& $\begin{array}{r}8 \\ -1 \\ \hline\end{array}$ \& \[

$$
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \infty \\
& 0 \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \infty \\
& \infty \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \sim \\
& 0
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \circ \\
& \sim \\
& 0 \\
& \hline
\end{aligned}
$$
\] \& U \& － \& $\stackrel{\infty}{\sim}$ <br>

\hline が，日 \& a
$\infty$
$\vdots$
-1 \&  \& $\infty$
0
$\stackrel{1}{0}$
$\cdots$
$i$ \& 0
0
0
$\vdots$

-1 \& | $\infty$ |
| :---: |
| $\stackrel{\circ}{\circ}$ |
| $\sim$ |
| $i$ | \&  \& － \& － \& 일

－i \& べへ \& $\infty$
$\sim$
$\sim$
$\sim$
$\sim$ \& 7
0
$\vdots$ \& ¢
$\cdots$
$\cdots$ \&  \& a
$\vdots$
$\vdots$
$\cdots$ \& －
0
$\sim$

$\sim$ \& | a |
| :--- |
| 0 |
| $\cdots$ | \& | 0 |
| :--- |
| 0 |
| $\vdots$ |
| $\vdots$ | \& ¢

$\vdots$
$\vdots$
$i$ \& － \& N \& $\underset{\sim}{\sim}$ \& Un
$\sim$
$\sim$
$i$ \& ¢
＋
i <br>
\hline 10 自 \& \& － \& \& \& \& \& \& $\stackrel{0}{0}$ \& \& \& \& \& \& － $\begin{gathered}\text { ¹ }\end{gathered}$ \& \& \& \& \& \& \& 읶｜ \& \& \& <br>

\hline －日 \& $$
\begin{aligned}
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& \hline
\end{aligned}
$$ \& \[

$$
\begin{aligned}
& \text { n } \\
& \sim \sim \\
& \sim
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \text { N }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \dot{0} \\
& \underset{\sim}{n}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { in } \\
& \text { i }
\end{aligned}
$$

\] \& \[

\left.$$
\begin{array}{r|}
n \\
\dot{0}
\end{array}
$$ \right\rvert\,

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \text { ñ } \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{array}{r}
0 \\
\infty \\
0 \\
\sim \\
\hline
\end{array}
$$

\] \& | 0 |
| :--- | :--- |
| 0 |
| 0 |
| 0 | \& \[

$$
\begin{aligned}
& 0 \\
& \text { in } \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \text { N } \\
& \text { N }
\end{aligned}
$$

\] \& \[

$$
\begin{gathered}
\text { in } \\
\text { N } \\
\hline
\end{gathered}
$$

\] \& \[

$$
\begin{aligned}
& \text { in } \\
& \text { i } \\
& \text { N }
\end{aligned}
$$

\] \& \[

\] \& \[

$$
\begin{aligned}
& 0 \\
& \text { i } \\
& \text { N }
\end{aligned}
$$

\] \& \[

$$
\begin{array}{r}
0 \\
i n \\
N \\
\hline
\end{array}
$$

\] \& \[

$$
\begin{array}{r}
n \\
i n \\
\sim
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& \dot{\sim} \\
& \stackrel{y}{*}
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 0 \\
& \dot{ \pm} \\
& \text { N }
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \text { N } \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& n \\
& i \\
& N
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { in } \\
& \dot{0} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { n } \\
& \dot{0} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { in } \\
& 0 \\
& i
\end{aligned}
$$
\] <br>

\hline $\infty$ \& HI \& H \& 7 \& 7 \& $\cdots$ \& －1 \& $\Sigma$ \& $\Sigma$ \& $\underline{1}$ \& $\pm$ \& 7 \& H \& H \& HI \& H \& 7 \& $\star$ \& $\pm 1$ \& $\pm$ \& $\times$ \& $\pm 1$ \& $\star$ \& $\underset{\sim}{*}$ \& $\star$ <br>

\hline $$
\begin{array}{ll}
\text { 首 } \\
\text { H } \\
\hline
\end{array}
$$ \& 8 \& 8

0

0 \& $\qquad$ \& \[
$$
\begin{aligned}
& 0 \\
& \text { N} \\
& 0
\end{aligned}
$$

\] \& | $O$ |
| :--- |
|  |
| 0 | \& \[

$$
\begin{aligned}
& 8 \\
& 0 \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& \[

0600

\] \& 0700 \& \[

$$
\begin{aligned}
& 8 \\
& \hline \infty \\
& 0 \\
& \hline
\end{aligned}
$$

\] \& 0900 \& \[

$$
\begin{aligned}
& 8 \\
& 8 \\
& -1 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 8 \\
& 0 \\
& -1 \\
& -1
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 8 \\
& \text { ㅇ } \\
& \text { H } \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \mathrm{O} \\
& \mathrm{~N} \\
& \hline 1
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 8 \\
& + \\
& +1 \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 8 \\
& \mathrm{~B} \\
& \mathrm{H} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 8 \\
& 8 \\
& 0 \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& 8 \\
& \underset{\sim}{8} \\
&
\end{aligned}
$$

\] \& \[

$$
\begin{array}{r}
8 \\
0 \\
-1 \\
\hline
\end{array}
$$

\] \& \[

$$
\begin{aligned}
& 8 \\
& 8 \\
& -\quad \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { O} \\
& \text { or } \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \text { O } \\
& \text { - } \\
& \text { N } \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \mathrm{O} \\
& \mathrm{~N} \\
& \mathrm{~N} \\
& \hline
\end{aligned}
$$

\] \& \[

$$
\begin{aligned}
& \mathrm{B} \\
& \mathrm{~N} \\
& \mathrm{~N} \\
& \hline
\end{aligned}
$$
\] <br>

\hline
\end{tabular}

| $a^{\infty} \frac{m}{\infty}$ |  | $\begin{aligned} & \infty \\ & 0 \\ & 0 \\ & \dot{0} \\ & \dot{N} \end{aligned}$ |  |  |  |  |  | $\begin{aligned} & \underset{7}{7} \\ & \underset{\sim}{1} \end{aligned}$ |  |  |  |  | $\stackrel{\rightharpoonup}{7}$ ＋ i |  |  |  |  |  | $\begin{aligned} & \stackrel{\rightharpoonup}{0} \\ & \text { ñ } \\ & \dot{\sim} \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{array}{cc}0 & 0 \\ & 0 \\ 0 & 0 \\ -1 & i\end{array}$ | $\begin{array}{ll} a & a \\ \vdots & \vdots \\ 0 & 0 \\ - & j \end{array}$ | $\begin{aligned} & \text { a } \\ & \text { - } \\ & i \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \underset{~}{\mid} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\infty} \\ & \stackrel{\rightharpoonup}{-} \\ & - \end{aligned}$ | $\begin{gathered} -1 \\ 0 \\ -1 \\ - \end{gathered}$ | $\begin{gathered} \text { N } \\ \\ \end{gathered}$ | $\begin{array}{\|c\|} \infty \\ \stackrel{\infty}{0} \\ \underset{\sim}{\mid} \\ \hline \end{array}$ | $\begin{array}{r} \underset{\infty}{\infty} \\ \underset{-1}{-1} \\ \vdots \end{array}$ | $\begin{aligned} & 0 \\ & \stackrel{\infty}{1} \\ & 0 \\ & - \\ & i \end{aligned}$ | $\begin{aligned} & \stackrel{2}{1} \\ & 0 \\ & 0 \\ & i \end{aligned}$ | $\begin{aligned} & \stackrel{\infty}{-} \\ & \stackrel{-}{-} \\ & -1 \end{aligned}$ | $\begin{aligned} & \stackrel{9}{1} \\ & \stackrel{1}{-} \end{aligned}$ | $\begin{aligned} & \text { O} \\ & 0 \\ & 0 \\ & -1 \\ & \hline \end{aligned}$ | $\begin{array}{\|c\|} \hline 0 \\ 0 \\ 0 \\ -1 \end{array}$ | $\begin{gathered} \underset{\infty}{\infty} \\ \stackrel{1}{0} \\ -1 \end{gathered}$ | $\begin{array}{r} \stackrel{\infty}{\infty} \\ 0 \\ 0 \\ \underset{\sim}{-1} \end{array}$ | $\begin{gathered} \vec{\infty} \\ 0 \\ 0 \\ -1 \end{gathered}$ | $\begin{gathered} \sim \\ 0 \\ 0 \\ -1 \end{gathered}$ | $\begin{gathered} \sim \\ 0 \\ 0 \\ - \\ -1 \end{gathered}$ | $\begin{aligned} & \text { n } \\ & \\ & 0 \\ & -1 \\ & \hline \end{aligned}$ | $\begin{gathered} m \\ 0 \\ 0 \\ - \\ - \end{gathered}$ |
| ＝日年 | $\begin{array}{ll} 0 \\ 0 & 0 \\ \dot{+} & \dot{q} \end{array}$ | n 0 0 0 $i$ | $\xrightarrow{7}$ | $\stackrel{+}{i}$ | 0 $\vdots$ $i$ $i$ |  | $\bigcirc$ | $\underset{+}{9}$ | $\begin{aligned} & \text { N} \\ & \dot{+} \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \dot{+} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { 구․ } \\ & \dot{+} \end{aligned}$ | $\begin{aligned} & \text { o. } \\ & \dot{o} \end{aligned}$ | $\begin{aligned} & \circ \\ & \vdots \\ & 0 \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{0}{i} \\ & i \end{aligned}$ | $\begin{aligned} & \text { I. } \\ & 0 \\ & i \end{aligned}$ | $\begin{aligned} & \text { } \\ & \stackrel{1}{2} \\ & i \end{aligned}$ | $\begin{aligned} & 0 \\ & \vdots \\ & i \end{aligned}$ | $\begin{aligned} & \text { J. } \\ & 0 \\ & i \end{aligned}$ | $\begin{aligned} & n \\ & 0 \\ & 0 \\ & i \end{aligned}$ | $\begin{aligned} & \circ \\ & \dot{0} \\ & + \\ & \hline \end{aligned}$ | $\begin{aligned} & 7 \\ & \dot{y} \end{aligned}$ | $\begin{aligned} & \pm \\ & \dot{8} \\ & \hline \end{aligned}$ |
| $10^{\circ}$ 命 | $\begin{array}{cc} \infty \\ \stackrel{\infty}{0} & \stackrel{\infty}{8} \\ \hline 1 \end{array}$ | $\begin{array}{cc} \text { Nö } \\ \text { N̈ } \\ 0 \end{array}$ | $\begin{aligned} & \circ \\ & \stackrel{0}{0} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{7} \end{aligned}$ | $\begin{aligned} & \circ \\ & \\ & \end{aligned}$ | $\begin{aligned} & \circ \\ & \stackrel{0}{\mathrm{O}} \end{aligned}$ | $\underset{\sim}{\infty}$ | $\stackrel{\sim}{\infty}$ | $\stackrel{\stackrel{\rightharpoonup}{\mathrm{O}}}{\substack{1}}$ | $\underset{\sim}{\sim}$ | $\stackrel{\sim}{\underset{\sim}{7}} \mid$ | $\stackrel{\infty}{\underset{7}{7}}$ | $\stackrel{\text { ®̀ }}{\substack{-1}}$ | $\underset{\underset{\sim}{N}}{\substack{n \\ \hline}}$ | $\begin{aligned} & \infty \\ & \underset{\sim}{\sim} \end{aligned}$ |  | $\begin{aligned} & 0 \\ & \underset{\sim}{7} \end{aligned}$ | $\begin{aligned} & \text { n. } \\ & \text {. } \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | O. | べ | $\begin{aligned} & \hat{\infty} \\ & \underset{\sim}{1} \end{aligned}$ |
| IN | $\begin{array}{cc} \underset{\sim}{\sim} & \underset{\sim}{*} \end{array}$ | $\begin{array}{\|c\|c} \tilde{N} \\ \underset{\sim}{0} \end{array}$ | $\begin{gathered} \overrightarrow{7} \\ \dot{0} \mid \end{gathered}$ | $\underset{\sim}{\underset{\sim}{0}}$ |  | $\stackrel{J}{\stackrel{T}{0}}$ | $\stackrel{\stackrel{0}{+}}{\stackrel{\rightharpoonup}{0}}$ | 궁 | $\stackrel{\infty}{\stackrel{\infty}{0}}$ | $\begin{aligned} & \circ \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { 잉 } \\ & 0 \end{aligned}$ | $\underset{0}{\hat{0}}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | － | $\stackrel{\circ}{\sim}$ | N | $\stackrel{\square}{0}$ | $\stackrel{7}{\circ}$ | $\begin{gathered} 0 \\ 0 \\ \hline \end{gathered}$ | ¢ | $\stackrel{7}{\circ}$ | $\stackrel{\text { ¢ }}{\stackrel{-}{\circ}}$ |
|  | al 0 | $\bigcirc$－ | －1 | $\infty$ | $\infty$ | $\sigma$ | al | $\sigma$ | $\sigma$ | $a$ | $a$ | $a$ | $a$ | al | 01 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | － | － | N |
| $3^{\circ} \mathrm{C}$ | 잉） | on N | $\underset{\sim}{0}$ | さ̦ | 太 | ત̃ | Ñ\| | O్ర | 긍 | © | 亿 | $\stackrel{\circ}{0}$ | $8$ | $\stackrel{\sim}{\mathrm{m}} \mid$ | ت゙\| | $\begin{array}{\|} \infty \\ \underset{0}{\infty} \\ \hline \end{array}$ | 잉 | No | N్ర | 잉 | $\stackrel{\text { ® }}{\text { O－}}$ | N |
|  | ल ¢ ¢ | ले | $\stackrel{\square}{\square}$ | $\stackrel{1}{ }$ | $\cdots$ | ！ | $\stackrel{1}{\square}$ | $\stackrel{\sim}{N}$ | $\stackrel{\infty}{0}$ | $\stackrel{+}{\text { ¢ }}$ | ！ | ㄲ． | ก | ก | $\stackrel{\square}{\square}$ | 8 | ঢ． | $\infty$ | $\stackrel{\text { N }}{ }$ | $\stackrel{ }{N}$ | $\stackrel{\infty}{\circ}$ | $\stackrel{\square}{0}$ |
|  | 0 0 0 0 | $\bigcirc$ | $0$ | $0$ | $0$ | $\bigcirc$ | $\ddot{0}$ | $0 \cdot 1$ | $0$ | $\stackrel{0}{-}$ | $\stackrel{\rightharpoonup}{\sim}$ | $\stackrel{\infty}{\sim} \mid$ | $\underset{\sim}{n} \mid$ | $\bigcirc$ | $0 . \mid$ | $0$ | $\begin{aligned} & 0 \\ & \dot{0} \end{aligned}$ | $\bigcirc$ | $0 . \mid$ | $\bigcirc$ | $\bigcirc$ | $0$ |
| $\sim^{\infty}$ 㞻 |  | － | ¢ ${ }^{1}$ | $\stackrel{\sim}{m}$ | $\stackrel{\square}{\text { m }}$ | $\dot{m}$ | $\dot{m} \mid$ | $\stackrel{\rightharpoonup}{m}$ | $\stackrel{\bullet}{n}$ | $\stackrel{\infty}{\infty}$ | $\dot{\sim}$ | $\stackrel{\rightharpoonup}{m}$ | $\stackrel{\rightharpoonup}{\mathrm{m}}$ | $\stackrel{n}{n}$ | $\stackrel{0}{0} \mid$ | $\begin{aligned} & 0 \\ & j \end{aligned}$ | $0$ | $\stackrel{\square}{9}$ | $\stackrel{+}{\dot{j}}$ | $\stackrel{+}{\sim}$ | $\stackrel{\rightharpoonup}{\text { J }}$ | へ |
| 16．${ }^{\text {a }}$ |  | ¢ | $\bigcirc$ | $\stackrel{\bigcirc}{+}$ | $\stackrel{3}{3}$ |  | $\stackrel{\checkmark}{\text { J }}$ | $\stackrel{\square}{+1}$ | $\stackrel{\infty}{\top}$ | $\stackrel{+}{i}$ | $\stackrel{\sim}{n}$ | べ1 | $\stackrel{\sim}{n}$ | in | $\cdots$ | $\stackrel{\sim}{n}$ | $\stackrel{\square}{\sim}$ | ก | 인 | $\stackrel{\square}{\text { v }}$ |  | $\bigcirc$ |
| $4^{3} \stackrel{0}{0}$ | $\begin{array}{l\|l} \hline \dot{\sim} \\ \dot{\sim} \mid & \stackrel{\sim}{n} \\ \hline \end{array}$ | $\hat{\underset{\sim}{n}} \hat{\underset{N}{n}}$ | $\begin{array}{\|c} \dot{\sim} \\ \underset{\sim}{n} \end{array}$ | $\begin{aligned} & \text { in } \\ & \text { ì } \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{n} \\ & \stackrel{y}{n} \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \text { ñ } \end{aligned}$ | $\overrightarrow{\tilde{n}} \mid$ | $\overrightarrow{\dot{n}}$ | ベ | $\begin{aligned} & \dot{\sim} \\ & \hline \end{aligned}$ | $\begin{gathered} \stackrel{\rightharpoonup}{\mathrm{N}} \\ \hline \end{gathered}$ | $\begin{aligned} & \text { ले } \\ & \text { సे } \end{aligned}$ | N゙ | N゙\| | $\begin{aligned} & \text { N゙ } \\ & \text { ñ } \end{aligned}$ | $\stackrel{\circ}{\mathrm{N}}$ | $\stackrel{\sigma}{\tilde{N}}$ | $\begin{aligned} & \infty \\ & \underset{\sim}{\tilde{N}} \end{aligned}$ | $\stackrel{\dot{N}}{ }$ | $\begin{aligned} & 0 \\ & \dot{\sim} \end{aligned}$ | $\dot{\tilde{y}}$ | $\begin{aligned} & \infty \\ & \underset{\sim}{n} \\ & \hline \end{aligned}$ |
| $\cdots$ | $\begin{array}{c\|c} \tilde{\sim} & \text { Nu} \\ \hline \end{array}$ | $\begin{array}{cc} \infty & n \\ \dot{\sim} & \grave{\sim} \\ \hline \end{array}$ | $\stackrel{H}{i}$ | $\begin{aligned} & \infty \\ & \stackrel{\sim}{\sim} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{0}{\sim} \\ & \stackrel{\sim}{4} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \stackrel{\sim}{\sim} \end{aligned}$ | $\begin{aligned} & n \\ & \stackrel{\sim}{1} \end{aligned}$ | $\begin{aligned} & n \\ & \stackrel{\sim}{\sim} \\ & \hline \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\sim}{i} \\ & \hline \end{aligned}$ | $\begin{array}{r} 0 \\ i \\ \hline \end{array}$ | $\begin{aligned} & n \\ & i \\ & \text { Nu } \end{aligned}$ | $\underset{~}{\text { N }}$ | $\begin{aligned} & \dot{\text { İ}} \\ & \hline \end{aligned}$ | $\stackrel{\text { N̈ }}{\underset{\sim}{n}}$ | $\underset{\sim}{\sim} \mid$ | $\begin{aligned} & \dot{\sim} \\ & \underset{\sim}{2} \end{aligned}$ | $\stackrel{\sigma}{\mathrm{i}}$ | $$ | $$ | $\begin{gathered} \tilde{j} \\ \dot{N} \end{gathered}$ | $\stackrel{-}{-}$ | $\begin{aligned} & \dot{9} \\ & \dot{\sim} \end{aligned}$ |
| の | m1 m | 凶1 $\omega^{*}$ | 听 | $\pm$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | 01 | $\pm$ | － | $\bigcirc$ | $\infty$ | 0 | － | 01 | － | － | $\omega$ | 1 | 01 | 0 | 的 |
|  |  |  | 이 | 인 | 7 | $\stackrel{\text { 이 }}{1}$ | \％${ }^{\text {a }}$ | $\stackrel{\square}{\square}$ | $\stackrel{9}{\square}$ | 7 | n | $\stackrel{\square}{1}$ | n！ | ¢ | $\stackrel{-}{\square}$ | 0 | ¢ ${ }_{0}$ | \％${ }_{0}$ | $\stackrel{\infty}{0}$ | 인 | il | $\overrightarrow{7}$ |
| $O^{4} \mathrm{~m}_{\mathrm{B}}$ |  | $\begin{aligned} & \text { ले } \\ & \stackrel{1}{+} \end{aligned}$ |  |  |  |  |  | $\begin{aligned} & \text { ल } \\ & \dot{+} \end{aligned}$ |  |  |  |  | $\begin{aligned} & \text { Mo } \\ & \dot{\circ} \end{aligned}$ |  |  |  |  |  | $\begin{gathered} \infty \\ \underset{i}{\infty} \\ \hline \end{gathered}$ |  |  |  |
|  | ำ |  | $\begin{aligned} & \stackrel{\rightharpoonup}{\hat{\prime}} \\ & \vdots \\ & 0 \end{aligned}$ | $\begin{aligned} & 9 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \tilde{O} \\ & \text { O} \end{aligned}$ | $\begin{aligned} & \text { No } \\ & \text { İ } \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \text { O } \end{aligned}$ | $\stackrel{9}{3} .$ | $\begin{aligned} & \text { oे } \\ & \text { © } \end{aligned}$ | กิ | ऊ̌ | $\begin{aligned} & \hat{N} \\ & \hat{n} \\ & \hline \end{aligned}$ | $\begin{array}{\|c\|} \hat{0} \\ \hat{n} \end{array}$ | $\begin{aligned} & \hat{0} \\ & \text { inc } \end{aligned}$ | $\begin{aligned} & \hat{0} \\ & 0 \hat{~} \\ & \text { 0. } \end{aligned}$ | $\begin{aligned} & \text { oo } \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { ひ̛ } \\ & \text { U } \end{aligned}$ | $\begin{aligned} & \text { No } \\ & \text { d } \end{aligned}$ | $\begin{aligned} & \hat{\circ} \\ & \hat{e} \end{aligned}$ | N | N্লু | $$ |
|  | 군 | $\stackrel{\sim}{\sim}$ | 앙 | $\stackrel{\sim}{\sim}$ | $\stackrel{\infty}{\sim}$ | $\stackrel{\square}{2}$ | $\stackrel{\square}{\sim}$ | N | $\sim$ | N | N1 | $\stackrel{\sim}{\sim}$ | $\stackrel{\sim}{\sim}$ | 안 | 유｜ | 안 | 앙 | 인 | m | $\stackrel{\sim}{0}$ | $\stackrel{\sim}{m}$ | $\stackrel{\sim}{m}$ |
| $\mathrm{x}^{\infty}$ 日 | へ｜ | $\stackrel{\infty}{\hdashline}$ | $\begin{gathered} -1 \\ -1 \end{gathered}$ | 8 | $\stackrel{ }{\wedge}$ | $\stackrel{\square}{0}$ | $\stackrel{7}{6}$ | $\stackrel{\square}{6}$ | $\cdots$ | ？ | $\stackrel{\square}{\text { F }}$ | 앙 | $\stackrel{\rightharpoonup}{\square}$ | ¢ | \％ | \％ | 8 | $\stackrel{-1}{0}$ | ！ | ¢0． | $\stackrel{\sim}{\sim}$ | － |
| $\underbrace{\infty}$ 日 | 이－ | \％กั | ท！ | ñ． | n | n | ज1 | ก̃ | $\cdots$ | กั． | ¢ | $\infty$ | $\stackrel{\circ}{\circ}$ | $\stackrel{\rightharpoonup}{7}$ | $\stackrel{7}{7}$ | $\stackrel{\rightharpoonup}{7}$ | $\stackrel{\infty}{0}$ | ถٌ | ¢ | $\stackrel{0}{0}$ | $\stackrel{1}{2}$ | $\stackrel{\sim}{\infty}$ |
| $10^{0}$ | ले ले． | กั กั | ั． | $\stackrel{\infty}{\sim}$ | $\stackrel{\square}{\text { n }}$ | ¢ | $\bigcirc$ | ¢ | $\stackrel{\text { }}{\Psi}$ | $\stackrel{\sim}{\square}$ | $\stackrel{\square}{\text { ¢ }}$ | ㄲ． | 으․ | $\stackrel{7}{3}$ | ก | $\stackrel{\rightharpoonup}{\text { ñ }}$ | $\stackrel{\infty}{+}$ | $\stackrel{\square}{+}$ | ¢ | $\stackrel{\square}{7}$ | ¢ | n |
| $=\quad$－ | $\begin{array}{l\|l} 0 \\ \\ \vdots & \stackrel{\infty}{0} \\ \hline \end{array}$ | $\begin{array}{ll} 0 \\ 0 & \tilde{0} \\ 0 & 0 \\ \hline \end{array}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & n \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \tilde{n} \\ & \dot{0} \end{aligned}$ | $\stackrel{\infty}{\stackrel{\infty}{0}} \stackrel{+}{0}$ | $\begin{aligned} & \stackrel{\infty}{\stackrel{\infty}{0}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{\infty}{1} \\ & \stackrel{0}{0} \\ & \hline \end{aligned}$ | $\begin{aligned} & \underset{\sim}{w} \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { t. } \\ & \dot{0} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{0}{0} \\ & \dot{0} \end{aligned}$ | $\begin{aligned} & 8 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 8 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \because \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\stackrel{0}{\circ}$ | $\underset{\sim}{N}$ | $\begin{aligned} & \tilde{\sim} \\ & 0 \end{aligned}$ | $\begin{array}{r} \tilde{\sim} \\ \vdots \end{array}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{0} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & \stackrel{0}{0} \\ & \hline \end{aligned}$ | 0 0 0 | $\stackrel{\bigcirc}{\circ}$ |
| ＊＊日 |  |  | $\begin{aligned} & \hat{i} \\ & \hat{o} \\ & \text { in } \end{aligned}$ | $\underset{\sim}{n}$ | N1 | $\begin{aligned} & \text { 일 } \\ & \underset{\sim}{1} \end{aligned}$ | $\begin{gathered} 0 \\ \underset{\sim}{2} \\ -1 \end{gathered}$ | $\begin{aligned} & \tilde{\sim} \\ & \text { of } \\ & \dot{\sim} \end{aligned}$ | $\begin{aligned} & i \\ & \hat{i} \\ & i \end{aligned}$ | $\stackrel{\text { ® }}{\text { ¢ }}$－ | $\begin{gathered} a- \\ \stackrel{0}{2} \\ -i \end{gathered}$ | $\begin{aligned} & n \\ & \hat{n} \\ & \dot{N} \end{aligned}$ | $\left.\begin{gathered} \underset{\sim}{2} \\ \vec{i} \end{gathered} \right\rvert\,$ | $\begin{aligned} & n \\ & 0 \\ & i \\ & n \end{aligned}$ | $\begin{aligned} & \overrightarrow{0} \\ & 0 \\ & - \\ & i \end{aligned}$ | a － － | 合 | 苓｜ | － | － | 㒴 | $\stackrel{0}{6}$ $\stackrel{1}{1}$ |
| 10 首 |  | $\stackrel{7}{7}$ |  |  |  |  |  | ल్ల |  |  |  |  | N゙｜ |  |  |  |  |  | $\stackrel{\circ}{\stackrel{\circ}{1}}$ |  |  |  |
| $\square$ 日 | $\begin{array}{\|c\|c\|} \hline 0 & 0 \\ \vdots & \dot{\sim} \\ \hline \end{array}$ | $\begin{array}{ll} 0 & 0 \\ \dot{\sim} & i \\ \hline \end{array}$ | $\begin{gathered} \tilde{n} \\ \underset{\sim}{2} \end{gathered}$ | $\begin{aligned} & 0 \\ & \dot{\sim} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 . \\ & \text { స் } \end{aligned}$ | $\begin{aligned} & 0 \\ & \dot{\sim} \end{aligned}$ | $\stackrel{\sim}{i}$ | $\begin{aligned} & n \\ & \underset{\sim}{1} \end{aligned}$ | $\begin{aligned} & 0 \\ & \infty \\ & \\ & \hline \end{aligned}$ | $\begin{gathered} n \\ \vdots \\ \hline \end{gathered}$ | $\begin{aligned} & \circ \\ & \dot{\sim} \\ & \hline \end{aligned}$ | $\begin{array}{\|} \dot{0} \\ \dot{\sim} \mid \end{array}$ | $\begin{array}{r} 0 \\ \dot{0} \\ \end{array}$ | $\begin{aligned} & \text { n } \\ & \stackrel{\sim}{\sim} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & j \\ & \sim \end{aligned}$ | $\begin{array}{r} 0 \\ \underset{\sim}{j} \\ \hline \end{array}$ | $\begin{aligned} & \circ \\ & \stackrel{\sim}{1} \\ & \hline \end{aligned}$ | $\begin{array}{r} \sim \\ \dot{\sim} \\ \hline \end{array}$ | $\begin{aligned} & 0 \\ & \stackrel{0}{4} \\ & \hline \end{aligned}$ | $\begin{aligned} & \sim \\ & \dot{\sim} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \dot{\sim} \\ & \hline \end{aligned}$ | $\begin{aligned} & \sim \\ & \stackrel{\sim}{\sim} \\ & \hline \end{aligned}$ |
| $\infty$ | －1－ | $\mathrm{H} \quad \mathrm{l}$ | $\rightarrow 1$ | $\pm$ | $\xrightarrow{-}$ | $\pm$ | $\xrightarrow{-}$ | $-1$ | $\star$ | $\pm$ | $\pm$ | 7 | 71 | 7 | $\pm 1$ | 7 | $\square$ | $\rightarrow$ | 71 | $\checkmark$ | $\pm$ | $\star$ |
|  | $\begin{array}{ll} \circ & 0 \\ 8 & 0 \\ \hline \end{array}$ | $\begin{array}{cc} \hline 0 \\ \text { O} & 8 \\ \hline \end{array}$ | $\begin{aligned} & 8 \\ & \text { す } \\ & \hline \end{aligned}$ | $\begin{aligned} & 8 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 8 \\ & \hline 8 \\ & \hline \end{aligned}$ | $\begin{aligned} & \circ \\ & \hline 0 \\ & \hline \end{aligned}$ | $\begin{array}{r} \circ \\ \hline \infty \\ \hline 0 \\ \hline \end{array}$ | $\begin{aligned} & \circ \\ & \text { \% } \\ & \hline \end{aligned}$ | $\begin{aligned} & 8 \\ & \hline-1 \\ & \hline \end{aligned}$ | $\begin{aligned} & 8 \\ & -1 \\ & \hline \end{aligned}$ | $\begin{gathered} \stackrel{\text { H}}{-} \\ \hline \end{gathered}$ | $\begin{aligned} & \stackrel{\circ}{\sim} \\ & \hline \end{aligned}$ | $\begin{array}{r} 8 \\ \underset{7}{1} \\ \hline \end{array}$ | $\begin{aligned} & \circ \\ & \\ & \hline \end{aligned}$ | $\begin{array}{r} \circ \\ \stackrel{8}{0} \\ \hline \end{array}$ | $\begin{gathered} \circ \\ \stackrel{\circ}{-1} \\ \hline \end{gathered}$ | $\begin{array}{r} \circ \\ \stackrel{\circ}{\infty} \\ -1 \\ \hline \end{array}$ | $\begin{aligned} & 8 \\ & \hline-1 \end{aligned}$ | $$ | $\begin{aligned} & \circ \\ & \stackrel{\circ}{1} \\ & \hline \end{aligned}$ | － | $\begin{aligned} & \stackrel{\circ}{\tilde{N}} \\ & \hline \end{aligned}$ |


| $\begin{aligned} & \text { Time } \\ & \text { hrs } \end{aligned}$ | B | d | $\overline{\mathrm{D}}$ <br> mm | $\begin{aligned} & E_{t} \\ & m \end{aligned}$ |  | $\overline{\overline{\mathrm{x}}_{\mathrm{b}}}$ <br> m | $\left\lvert\, \begin{aligned} & \mathrm{H}_{\mathrm{bs}} \\ & \mathrm{~m} \end{aligned}\right.$ | $\mathrm{H}_{\mathrm{s}}$ | $\begin{aligned} & \bar{l}_{b} \\ & \mathrm{~m} \end{aligned}$ | $\begin{gathered} \overline{\mathrm{m}} \\ (\tan ) \end{gathered}$ | $\begin{aligned} & Q_{\mathrm{f}} \\ & \mathrm{~m}^{3} \end{aligned}$ | $\begin{gathered} \mathrm{R}_{\mathrm{n}} \\ \mathrm{~g} \mathrm{cal/} \\ \mathrm{~cm}^{2} / \mathrm{sec} \end{gathered}$ | S | $\begin{gathered} \mathbf{t}_{\mathbf{a}} \\ (\cdot \mathrm{c}) \end{gathered}$ | $\begin{gathered} \mathrm{t}_{\mathrm{w}} \\ (\cdot \mathrm{c}) \end{gathered}$ | $\begin{aligned} & \overline{\mathrm{T}}_{\mathrm{b}} \\ & \mathrm{sec} \end{aligned}$ | $\left\lvert\, \begin{array}{l\|l} \mathrm{T}_{\mathrm{s}} \\ \mathrm{sec} \end{array}\right.$ |  | $\left\|\begin{array}{c} \overline{\mathrm{V}} \\ \mathrm{~m} \\ \overline{\sec } \end{array}\right\|$ | $\left.\mathrm{W}_{\mathrm{d}} \mathrm{O}\right)^{\text {o }}$ | $\left\lvert\, \begin{gathered} \mathrm{w}_{\mathrm{s}} \\ \mathrm{~m} \\ \mathrm{sec} \end{gathered}\right.$ | $\bar{z}$ | $\begin{gathered} \bar{a}_{b} \\ (\tan ) \end{gathered}$ | $\frac{\mathrm{m}}{\mathrm{hr}}$ | $\begin{gathered} \rho_{\ell}^{\mathrm{g} / \mathrm{cm}^{3}} \end{gathered}$ | $\rho_{s}$ $g / \mathrm{cm}^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0000 | J | 20.0 |  | $\underline{1.829}$ | 0.56 | . 57 | . 86 | . 90 | 32 | . 0419 |  | -. 12 | E | 20.7 | 23.0 | 4.0 | 4.9 | 0.0 | . 60 | 024 | 7 | $\underline{0.45}$ | . 2162 | +0.14 | 1.0183 |  |
| 0100 | I | 18.0 |  | 1.951 | 0.60 | . 60 | . 79 | . 91 | 30 | . 0524 |  | -. 12 | E | 20.4 | 23.0 | 4.0 | 5.0 | 0.0 | . 59 | 024 | 6 | 0.47 | . 2345 | +0.10 | 1.0183 |  |
| 0200 | I | 18.0 |  | 2.012 | 0.64 | . 57 | . 67 | . 95 | 30 | . 0577 | -1.19 | -. 12 | D | 20.0 | 22.9 | 4.2 | 5.4 | 2.6 | . 56 | 018 | 5 | 0.49 | . 2309 | 0.00 | 1.0184 |  |
| 0300 | $\underline{J}$ | 22.0 | . 344 | 1.981 | 0.72 | . 54 | . 58 | . 88 | 28 | . 0524 |  | -. 12 | D | 19.8 | 22.8 | 4.2 | 6.1 | 0.2 | . 52 | 006 | 4 | $\underline{0.50}$ | . 2217 | -0.04 | 1.0184 | 2.6464 |
| 0400 | K | 27.5 |  | 1.920 | 0.84 | . 48 | . 55 | . 84 | 25 | . 0437 |  | -. 12 | D | 19.6 | 22.7 | 4.4 | 6.8 | 0.0 | . 48 | 002 | 3 | 0.48 | . 2035 | -0.10 | 1.0184 |  |
| 0500 | $\underline{L}$ | 30.5 |  | 1.768 | 0.68 | . 41 | . 53 | . 80 | 22 | . 0332 |  | -. 12 | E | 19.3 | 22.6 | 4.4 | 7.3 | 0.0 | . 48 | 338 | 3 | 0.48 | . 1853 | -0.15 | 1.0184 |  |
| 0600 | L | 29.5 |  | 1.615 | 0.36 | . 38 | . 53 | . 78 | 20 | . 0314 |  | $\underline{-.11}$ | F | 19.1 | 22.5 | 4.6 | 7.5 | 0.0 | . 47 | $\underline{303}$ | 3 | 0.46 | . 1673 | -0.17 | $\underline{1.0184}$ |  |
| 0700 | L | 26.5 |  | 1.433 | 0.10 | . 39 | . 55 | . 60 | 30 | . 0314 |  | $\underline{-.10}$ | F | 19.6 | 22.3 | 4.7 | 7.6 | 0.0 | . 46 | 305 | 3 | 0.46 | . 1495 | -0.16 | 1.0185 |  |
| 0800 | L | 23.0 |  | 1.341 | 0.04 | . 42 | . 58 | . 45 | 40 | . 0332 | -0.12 | . 00 | G | 20.2 | 22.3 | 4.8 | 8.0 | 0.0 | . 45 | 308 | 2 | 0.45 | . 1405 | -0.07 | $\underline{1.0186}$ |  |
| 0900 | L | 20.0 | $\underline{.401}$ | 1.310 | 0.02 | . 46 | . 63 | . 58 | 50 | . 0367 |  | . 12 | G | 20.8 | 22.3 | 5.0 | 8.0 | 0.0 | . 44 | 310 | $\underline{3}$ | 0.44 | . 1263 | +0.04 | 1.0188 | 2.6569 |
| 1000 | K | 19.0 |  | 1.433 | 0.16 | . 51 | . 70 | . 72 | 58 | . 0402 |  | . 30 | G | 21.3 | 22.3 | 5.2 | 8.0 | 0.0 | . 42 | 331 | 5 | 0.43 | . 1139 | +0.16 | 1.0191 |  |
| 1100 | K | 19.5 |  | 1.615 | 0.40 | . 55 | . 78 | . 85 | 62 | . 0419 |  | . 41 | F | 21.7 | 22.4 | 5.6 | 7.9 | 0.0 | . 41 | 001 | 7 | 0.42 | . 1052 | +0.20 | 1.0193 |  |
| 1200 | J | 20.5 |  | 1.829 | 0.60 | . 60 | . 85 | 1.02 | 62 | . 0419 |  | . 46 | E | 22.0 | 22.5 | 5.9 | 7.9 | 0.0 | . 40 | $\underline{009}$ | 8 | 0.41 | . 0981 | $+0.21$ | 1.0196 |  |
| 1300 | J | 22.0 |  | $\underline{2.042}$ | 0.72 | . 62 | . 85 | . 95 | 60 | . 0419 |  | . 50 | D | 22.3 | 22.6 | 6.2 | 7.9 | 0.0 | . 44 | 015 | 7 | 0.41 | . 0981 | +0.19 | 1.0197 |  |
| 1400 | J | 22.0 |  | 2.164 | 0.80 | . 62 | . 82 | . 90 | 50 | . 0437 |  | . 48 | C | 22.5 | 22.7 | 6.5 | 7.9 | 4.2 | . 52 | 019 | 6 | 0.40 | . 1016 | +0.06 | 1.0198 |  |
| 1500 | I | 22.0 | . 351 | 2.164 | 0.84 | . 61 | . 78 | . 90 | 40 | . 0472 | -0.97 | . 47 | B | 22.7 | 22.9 | 6.8 | 7.4 | 7.0 | . 59 | 022 | 5 | 0.40 | . 1122 | 0.00 | 1.0198 | 2.6489 |
| 1600 | J | 22.0 |  | 2.134 | 0.84 | . 60 | . 77 | . 90 | 35 | . 0472 |  | . 39 | B | 22.9 | 23.1 | 7.1 | 7.0 | 6.8 | . 62 | 024 | 3 | 0.40 | . 1157 | -0.06 | 1.0198 |  |
| 1700 | J | 23.0 |  | 2.042 | 0.80 | . 59 | . 75 | . 80 | 30 | . 0454 |  | . 26 | B | 22.8 | 23.3 | 7.2 | 7.2 | 2.6 | . 64 | 032 | $\underline{2}$ | 0.40 | . 1192 | -0.13 | 1.0198 |  |
| 1800 | J | 24.0 |  | 1.859 | 0.80 | . 58 | . 74 | . 73 | 35 | . 0419 |  | . 08 | C | 22.5 | 23.3 | 7.0 | 7.4 | 0.0 | . 64 | 020 | 2 | 0.40 | . 1210 | -0.21 | 1.0198 |  |
| 1900 | K | 25.5 |  | 1.646 | 0.76 | . 56 | . 71 | . 66 | 40 | . 0402 |  | -. 08 | E | 21.9 | 23.1 | 6.6 | 7.7 | 0.0 | . 61 | 005 | 2 | 0.41 | . 1157 | -0.21 | 1.0198 |  |
| 2000 | L | 27.0 |  | 1.463 | 0.74 | . 55 | . 70 | . 60 | 50 | . 0367 |  | -. 11 | F | 21.5 | 23.1 | 6.2 | 8.0 | 0.0 | . 55 | 317 | $\underline{2}$ | 0.40 | . 1104 | -0.15 | 1.0199 |  |
| 2100 | L | 29.5 |  | 1.372 | 0.72 | . 52 | . 70 | . 59 | 60 | . 0367 |  | -. 12 | G | 21.6 | 22.8 | 5.8 | 7.6 | 0.0 | . 48 | 292 | 3 | 0.45 | . 0981 | -0.06 | 1.0199 |  |
| 2200 | M | 30.5 | . 340 | 1.341 | 0.68 | . 52 | . 70 | . 59 | 55 | . 0384 | -0.32 | $\underline{-.12}$ | G | 21.8 | 22.7 | 5.3 | 7.2 | 0.0 | . 43 | 268 | 3 | 0.52 | . 0981 | 0.00 | 1.0199 | 2.6526 |
| 2300 | M | 30.0 |  | 1.433 | 0.64 | . 51 | . 71 | . 60 | 55 | . 0384 |  | -. 12 | G | 22.2 | 22.6 | 5.0 | 7.0 | 0.4 | . 40 | 248 | 3 | 0.59 | . 0963 | +0.11 | 1.0199 |  |


| －$\frac{8}{8}$ | 号 |
| :---: | :---: |
| －－ |  |
|  |  |
| $10^{\circ} \frac{1}{1}$ |  |
|  |  |
|  |  |
|  |  |
|  | 9\％\％\％ |
| $\sim$ |  |
| \％ 8 |  |
| $\bigcirc$ |  |
| $\because$ |  |
|  |  |
| －${ }^{\text {a }}$ |  |
| $\%$ | $\stackrel{\text { ¢ }}{\substack{\text { ¢ \％}}}$ |
| \％ 8 |  |
| 品 |  |
|  |  |
| － |  |
|  |  |
| $\sim$ |  |
| 10 | 9 |
|  |  |
|  |  |





| $\begin{aligned} & \text { Time } \\ & \text { hrs } \end{aligned}$ | B | d | $\overline{\mathrm{D}}$ <br> m | $\begin{aligned} & \varepsilon_{\mathrm{t}} \\ & \mathrm{~m} \end{aligned}$ | h | $\overline{\mathrm{H}}_{\mathrm{b}}$ <br> m | $\begin{aligned} & \mathrm{H} \mathrm{bs} \\ & \mathrm{~m} \end{aligned}$ | $\mathrm{H}_{\mathrm{s}}$ | $\begin{aligned} & \bar{l}_{\mathrm{b}} \\ & \mathrm{~m} \end{aligned}$ | $\begin{gathered} \overline{\mathrm{m}} \\ (\tan ) \end{gathered}$ | $\begin{aligned} & Q_{f} \\ & \mathrm{~m}^{3} \end{aligned}$ |  | s | $\begin{gathered} \mathrm{t}_{\mathrm{a}} \\ (\cdot \mathrm{c}) \end{gathered}$ | $\begin{aligned} & { }^{t_{w}} \\ & (\cdot c) \end{aligned}$ | $\begin{aligned} & \overline{\mathrm{T}}_{\mathrm{b}} \\ & \mathrm{sec} \end{aligned}$ | $\begin{aligned} & \mathrm{T}_{\mathrm{s}} \\ & \mathrm{sec} \end{aligned}$ | u | $\begin{gathered} \bar{v} \\ \mathrm{~m} \\ \hline \sec \end{gathered}$ | $\mathrm{W}_{\mathrm{d}} \mathrm{C}^{\circ} \mathrm{o}$ | W s m sec | $\begin{aligned} & \bar{z} \\ & \mathrm{~m} \end{aligned}$ | $\begin{aligned} & \bar{\alpha}_{b} \\ & (\tan ) \end{aligned}$ | $n$ $\frac{m}{4 r}$ | $\begin{gathered} \rho \\ \mathrm{g} / \mathrm{cm}^{3} \end{gathered}$ | $\mathrm{S}_{\mathrm{s}} \mathrm{cm}^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0000 | M | 37.0 |  | 1.310 | 1.14 | . 37 | . 57 | 1.50 | 22 | . 0384 |  |  | $\underline{G}$ | 23.0 | 22.8 | 5.2 | 5.0 | 0.0 | . 26 | 129 | 11 | 0.26 | . 0787 | -0.25 | 1.0187 |  |
| 0100 | $\stackrel{M}{15}$ | 38.5 |  | $\underline{1.128}$ | 1.06 | . 39 | . 59 | 1.44 | 20 | . 0349 |  |  | I | 23.0 | 22.8 | 5.2 | 5.4 | 0.0 | . 32 | $\underline{130}$ | 11 | 0.30 | . 0963 | -0.15 | 1.0187 |  |
| 0200 | M <br> $\underline{15}$ | 37.0 | . 352 | $\underline{1.036}$ | 0.96 | . 41 | . 61 | 1.36 | 20 | . 0314 | -0.18 |  | I | 23.0 | 22.8 | 5.0 | 5.8 | 0.0 | . 42 | 133 | 10 | 0.35 | . 1228 | -0.01 | 1.0187 | 2.6416 |
| 0300 | $\xrightarrow{M+}$ | 36.5 |  | $\underline{1.189}$ | 0.84 | . 45 | . 67 | 1.30 | 25 | . 0279 |  |  | H | 23.2 | 22.8 | 4.9 | 6.4 | 0.0 | . 52 | 137 | 9 | 0.40 | . 1459 | +0.22 | 1.0188 |  |
| 0400 | M | 35.5 |  | 1.463 | 0.76 | . 48 | . 72 | 1.20 | 30 | . 0297 |  |  | E | 23.3 | $\underline{22.8}$ | 4.8 | 7.0 | 0.0 | . 64 | 139 | 8 | 0.44 | . 1709 | +0.32 | 1.0188 |  |
| 0500 | $\underline{K}$ | 33.0 |  | 1.829 | 0.68 | . 50 | . 75 | 1.30 | 32 | . 0367 |  |  | C | 23.2 | 22.7 | 4.7 | 6.5 | $\underline{2.9}$ | . 76 | 142 | 8 | 0.49 | . 1980 | +0.34 | $\underline{1.0188}$ |  |
| 0600 | G | 28.0 |  | $\underline{2.134}$ | 0.56 | . 50 | . 76 | 1.41 | 30 | . 0559 |  |  | B | 23.1 | 22.7 | 4.8 | 6.2 | 3.0 | . 88 | 144 | 8 | 0.54 | . 2217 | +0.25 | 1.0188 |  |
| 0700 | E | 21.0 |  | 2.347 | 0.54 | . 52 | . 77 | 1.50 | 20 | . 0734 |  |  | A | 22.9 | 22.8 | 5.2 | 6.0 | 3.0 | . 92 | 144 | 9 | 0.58 | . 2438 | +0.16 | 1.0189 |  |
| 0800 | E | 13.0 | . 322 | 2.438 | 0.60 | . 52 | . 77 | 1.59 | $\underline{20}$ | . 0857 | -2.00 |  | A | 22.8 | 22.8 | 5.8 | 6.0 | 2.3 | . 93 | 143 | 11 | 0.57 | . 2586 | 0.00 | 1.0189 | 2.6546 |
| 0900 | G | 14.5 |  | 2.347 | 0.72 | . 48 | . 73 | 1.58 | 60 | . 0840 |  | . 03 | B | $\underline{22.8}$ | 22.8 | 6.0 | 6.4 | 0.4 | . 91 | $\underline{139}$ | 11 | 0.46 | . 2530 | -0.20 | 1.0189 |  |
| 1000 | I | 23.0 |  | 2.073 | 0.88 | . 44 | . 66 | 1.58 | 110 | . 0717 |  | . 10 | D | 22.7 | 22.8 | 6.1 | 6.6 | 0.0 | . 88 | 130 | 11 | 0.36 | . 2345 | -0.30 | 1.0189 |  |
| 1100 | L | 34.5 |  | 1.737 | 1.00 | . 40 | . 60 | 1.56 | 150 | . 0559 |  | . 10 | F | 22.7 | 22.8 | 6.0 | 7.0 | 0.0 | . 83 | 128 | 11 | 0.26 | . 1962 | -0.32 | 1.0190 |  |
| 1200 | $\stackrel{\text { M }}{15}$ | 40.0 |  | $\underline{1.463}$ | 1.04 | . 38 | . 57 | 1.56 | $\underline{180}$ | . 0384 | -2.85 | . 12 | I | 22.8 | 22.8 | 5.4 | 7.4 | 0.0 | . 79 | 132 | 11 | $\underline{0.16}$ | . 1530 | -0.32 | 1.0190 |  |
| 1300 | $\begin{aligned} & \mathrm{M}+ \\ & 30 \end{aligned}$ | 40.0 |  | 1.128 | 0.96 | . 39 | . 56 | 1.55 | 200 | . 0332 |  | . 18 | J | 22.9 | 22.9 | 5.4 | 7.8 | 0.0 | . 72 | 137 | 12 | 0.20 | . 1459 | -0.25 | 1.0189 |  |
| 1400 | $\left\|\begin{array}{c} M+ \\ 30 \end{array}\right\|$ | 38.5 | . 356 | 1.036 | 0.86 | . 41 | . 59 | 1.51 | 210 | . 0297 |  | .13 | J | 23.0 | $\underline{23.0}$ | 5.3 | 8.2 | 0.0 | . 59 | $\underline{140}$ | 11 | 0.25 | . 1495 | 0.00 | 1.0188 | 2.6494 |
| 1500 | $\left\|\begin{array}{c} M+ \\ 30 \end{array}\right\|$ | 36.5 |  | 1.128 | 0.78 | . 43 | . 60 | 1.51 | 215 | . 0279 |  | . 19 | H | 23.4 | 23.1 | 5.5 | 8.6 | 0.0 | . 45 | 142 | 9 | 0.30 | . 1530 | +0.19 | 1.0188 |  |
| 1600 | $\underline{M}$ | 34.0 |  | 1.433 | 0.72 | . 44 | . 62 | 1.50 | 215 | . 0297 |  | . 21 | D | 23.7 | 23.3 | 6.0 | 9.0 | 0.0 | . 32 | 146 | 7 | 0.36 | . 1620 | +0.33 | $\underline{1.0189}$ |  |
| 1700 | J | 31.0 |  | 1.768 | 0.68 | . 50 | . 68 | 1.70 | 210 | . 0367 |  | . 20 | B | 23.7 | 23.4 | 6.7 | 9.0 | 0.0 | . 34 | $\underline{149}$ | 4 | 0.41 | . 1709 | +0.34 | 1.0192 |  |
| 1800 | G | 27.5 |  | 2.103 | 0.68 | . 57 | . 76 | 1.89 | 200 | . 0489 |  | . 14 | $\begin{aligned} & \mathrm{A}+ \\ & 12 \end{aligned}$ | 23.5 | 23.3 | 7.4 | 9.0 | 0.0 | . 40 | 168 | 3 | 0.46 | . 1781 | +0.31 | $\underline{1.0194}$ |  |
| 1900 | E | 24.5 |  | 2.347 | 0.68 | . 64 | . 81 | 1.60 | 180 | . 0717 |  | . 03 | $\begin{aligned} & \mathrm{A}+ \\ & 22 \end{aligned}$ | 23.0 | 23.2 | 7.7 | 8.6 | 0.0 | . 44 | 200 | 2 | 0.52 | . 1781 | +0.20 | 1.0196 |  |
| 2000 | D | 24.0 | . 352 | 2.499 | 0.76 | . 65 | . 82 | 1.08 | 150 | . 0910 | -1.88 |  | 这 | 22.5 | 23.1 | 7.6 | 8.0 | 0.0 | . 49 | 244 | 2 | 0.56 | . 1673 | +0.09 | 1.0197 | 2.6668 |
| 2100 | E | 25.0 |  | 2.499 | 0.88 | . 62 | . 76 | 1.00 | 125 | . 0910 |  |  | $\begin{aligned} & \text { A+ } \\ & 12 \end{aligned}$ | 21.8 | 23.0 | 7.1 | 8.5 | 0.0 | . 36 | 271 | 2 | 0.52 | . 1584 | -0.02 | 1.0197 |  |
| 2200 | G | 28.5 |  | 2.316 | 0.96 | . 54 | . 68 | . 95 | 100 | . 0734 |  |  | B | 21.5 | 22.8 | 6.4 | 9.0 | 0.0 | . 24 | $\underline{279}$ | $\underline{2}$ | 0.46 | . 1530 | -0.24 | 1.0198 |  |
| 2300 | J | 33.5 |  | 2.012 | 1.04 | . 39 | . 56 | . 90 | 75 | . 0577 |  |  | D | 21.0 | 22.7 | 5.6 | 8.8 | 0.0 | . 12 | 278 | 2 | 0.42 | . 1459 | -0.34 | 1.0198 |  |


| $0^{\circ 0} \frac{8}{8}$ |  |
| :---: | :---: |
| $\bigcirc \times \frac{8}{6}$ |  |
|  |  |
| $10^{\circ}$ |  |
|  |  |
| 200最 |  |
| $\bigcirc$ |  |
| \％ |  |
|  |  |
| ¢ \％ |  |
| ＋0\％ |  |
| $\omega^{3}$ |  |
| ぐき |  |
|  |  |
|  | 51 |
|  | $\stackrel{\circ}{\dot{\beta}}$ |
| 10 |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  | ¢ٌ ${ }^{\text {z }}$ |
|  |  |
|  |  |
|  |  |
|  |  |
| \％ |  |



| $0 . \frac{8}{8}$ | $\stackrel{\text { \％}}{\substack{\text { ¢ }}}$ |
| :---: | :---: |
| $\bigcirc \frac{2}{6}$ |  |
|  |  |
| $10^{\circ}$ 咼 |  |
| $1 \times$ |  |
| 300茹 | m |
| $0^{\circ} \mathrm{O}$ | ฝี ${ }^{\text {a }}$ |
| 18 al\％ | $\stackrel{\square}{9}$ |
| $=$ |  |
| $\sim^{\circ}$ ¢ ¢ |  |
| 100 | 号 |
| $\nu^{3}$ 异 |  |
| $00^{\circ}$ |  |
| $\cdots$ |  |
|  |  |
| －＂ | $\stackrel{\circ}{7}$ |
| 18 囦 | ¢ิ์ |
| 120 |  |
| $\mathrm{ma}^{\text {a }}$ |  |
| \％${ }^{\circ}$ |  |
| 180 |  |
| ＝ | 呂 |
| $\omega^{*}$－ |  |
| 10 C | $\stackrel{\square}{7}$ |
| $\bigcirc$ | n |
| $\cdots$ |  |
| 䙹 |  |


| Date | Time | $\mathrm{E}_{\mathrm{b}}$ (m) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\mathrm{E}_{\mathrm{W}}$ (m) |  |  | $\overline{\mathrm{v}}$ (cm/s) |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A +31 | A 21 | A+12 | A | B | c | D | E | F | G | H | I | J | K | L | M | W | x | Y | A | B | c | D | E | F | G | H | 1 | J | K | L | M |
| 8/22 | 1309 |  |  |  | 2.04 | 1.91 | 1.96 | 1.80 | 1.22 | 0.73 | 0.33 | 0.30 | 0.14 | 0.00 | -0،25 | -0.52 | -0.81 | 1.37 | 1.64 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/22 | 1400 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.3 | 4.9 | 4.7 | 3.6 | 4.4 | 4.4 | 3.7 | 3.4 | 3.5 |  |  |  |  |
| 8/23 | 0839 |  |  |  | 2.06 | 1.94 | 1.98 | 1.72 | 1.18 | 0.72 | 0.41 | 0.28 | 0.13 | -0.02 | -0.29 | -0.56 |  | 1.24 | 1.44 | 0.82 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/23 | 0900 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.9 |  | 5.5 | 4.6 | 3.2 | 2.8 | 2.4 | 2.4 | 2.6 | 2.8 | 6.4 | 1.9 |  |
| 8/23 | 1430 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.8 | 5.2 | 3.9 | 4.7 | 5.7 | 5.2 | 3.9 |  |  |  |  |  |  |
| 8/23 | 1500 |  |  |  | 2.06 | 1.94 | 1.96 | 1.63 | 1.10 | 0.63 | 0.14 | -0.13 |  |  |  |  |  | 1.27 | 1.23 | 1.30 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/23 | 2045 |  |  |  | 2.04 | 1.94 | 1.97 | 1.81 | 1.08 | 0.64 | 0.30 | 0.28 | 0.17 | 0.05 | -0.28 | -0.57 | -0.84 | 1.13 | 1.12 | 0.54 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/23 | 2100 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.4 | 6.4 | 5.2 | 4.7 | 3.7 | 3.1 | 2.6 | 2.6 | 2.6 | 3.2 | 3.7 | 2.0 |  |
| 8/24 | 0014 |  |  |  | 1.94 | 1.89 | 1.94 | 1.80 | 1.13 | 0.68 | 0.46 | 0.24 | 0.02 | -0.12 |  |  |  | 1.20 | 1.10 | 0.79 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/24 | 0200 |  |  |  | 1.96 | 1.90 | 1.92 | 1.72 | 1.05 | 0.57 | 0.20 |  |  |  |  |  |  | 1.14 | 1.08 | 0.94 |  |  |  | 4.4 | 3.1 |  |  |  |  |  |  |  |  |
| 8/24 | 0850 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.0 | 4.7 | 5.5 | 3.5 | 3.2 | 2.4 | 3.0 | 3.0 | 4.7 |  |  |  |  |
| 8/24 | 0900 |  |  |  | 2.06 | 1.93 | 1.95 | 1.62 | 1.06 | 0.62 | 0.38 | 0.24 | 0.08 | -0.09 | -0.28 | -0.53 |  | 1.06 | 1.07 | 0.80 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/24 | 1530 |  |  |  | 2.05 | 1.96 | 1.97 | 1.80 | 1.06 | 0.66 | 0.31 |  |  |  |  |  |  |  |  |  | 4.6 | 5.2 | 6.3 | 4.2 | 5.5 | 4.9 |  |  |  |  |  |  |  |
| 8/24 | 1534 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1.19 | 1.16 | 1.46 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/24 | 2031 |  |  |  | 2.09 | 1.98 | 1.99 | 1.78 | 1.04 | 0.60 | 0.26 | 0.24 | 0.12 | 0.01 | -0.20 |  |  | 1.27 | 1.21 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/24 | 2200 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.3 | 2.6 | 3.6 | 3.1 | 3.8 | 2.8 | 4.1 |  |  |  |
| 8/24 | 2214 |  |  |  | 2.12 | 2.00 | 2.00 | 1.58 | 1.04 | 0.58 | 0.30 | 0.27 | 0.15 | 0.01 | -0.02 |  |  | 1.26 | 1.18 | 0.87 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/25 | 0000 |  |  |  | 2.13 | 2.02 | 1.99 | 1.58 | 1.05 | 0.60 | 0.30 | 0.32 | 0.20 | -0.01 | -0.27 |  |  | 1.24 | 1.25 | 0.88 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/25 | 0115 |  |  |  | 2.13 | 2.03 | 2.00 | 1.58 | 1.04 | 0.33 | 0.31 | 0.30 | 0.23 | -0.14 | -0.36 |  |  | 1.12 | 1.22 | 0.74 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/25 | 0400 |  |  |  | 2.12 | 2.03 | 2.00 | 1.58 | 1.06 | 0.68 | 0.34 | 0.22 |  |  |  |  |  | 1.22 | 1.20 | 1.00 | 4.2 | 5.2 | 4.3 | 4.1 | 3.1 | 3.1 | 2.9 | 2.5 |  |  |  |  |  |
| 8/25 | 0950 |  |  |  | 2.12 | 2.03 | 1.98 | 1.59 | 1.10 | 0.74 | 0.44 | 0.30 | 0.12 | -0.07 | -0.26 |  |  | 1.16 | 1.06 | 0.77 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/25 | 1005 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.0 | 5.0 | 4.9 | 3.9 | 2.8 | 2.9 | 3.2 | 2.8 | 2.8 | 2.7 | 4.9 | 2.0 |  |
| 8/25 | 1630 |  |  |  | 2.12 | 2.04 | 1.98 | 1.58 | 1.02 | 0.47 | 0.33 | 0.25 | 0.04 |  |  |  |  | 1.16 | 1.09 | 1.22 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/25 | 1645 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 5.4 | 4.9 | 4.7 | 3.7 | 4.1 | 5.0 |  |  |  |  |


| Date | Time |  |  |  |  |  |  |  |  | (m) |  |  |  |  |  |  |  |  | $\mathrm{E}_{\mathrm{w}}$ ( |  |  |  |  |  |  |  | (cm/ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A+31 | A+21 | A+12 | A | B | C | D | E | F | G | H | I | J | K | L | M | W | x | Y | A | x | F | D | E | F | G | H | I | J | K | L | M |
| 8/25 | 2045 |  |  |  | 2.14 | 2.06 | 1.98 | 1.59 | 1.03 | 0.54 | 0.30 | 0.23 | 0.06 | -0.08 | -0.25 |  |  | 1.20 | 1.13 | 1.53 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/25 | 2300 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.5 | 3.8 | 3.4 | 2.6 | 2.2 | 2.6 | 4.1 | 5.3 |  |  |
| 8/26 | 0000 |  |  |  | 2.14 | 2.05 | 1.98 | 1.60 | 1.01 | 0.60 | 0.35 | 0.27 | 0.11 | -0.06 | -0.32 | -0.57 |  | 1.14 | 1.17 | 0.80 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/26 | 0436 |  |  |  | 2.14 | 2.08 | 2.00 | 1.57 | 0.96 | 0.50 | 0.23 | 0.16 | -0.06 |  |  |  |  | 1.08 | 1.03 | 0.95 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/26 | 0500 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 5.2 | 6.0 | 5.0 | 3.9 | 3.2 | 4.2 | 3.3 | 3.3 |  |  |  |  |  |
| 8/26 | 0800 |  |  |  | 2.16 | 2.08 | 1.98 | 1.57 | 1.02 | 0.67 | 0.26 | 0.16 | 0.00 | -0.14 |  |  |  | 1.12 | 1.03 | 0.83 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/26 | 1050 |  |  |  | 2.06 | 1.92 | 1.97 | 1.60 | 0.98 | 0.63 | 0.34 | 0.22 | 0.07 | -0.11 | -0.34 | -0.60 | -0.82 | 1.07 | 1.00 | 0.74 | 4.1 | 4.0 | 4.7 | 3.9 | 3.6 | 3.5 | 2.5 | 2.0 | 2.4 | 2.8 | 4.1 | 2.3 |  |
| 8/26 | 1200 |  |  |  | 2.16 | 2.08 | 1.98 | 1.63 | 1.02 | 0.58 | 0.33 | 0.25 | 0.10 | -0.08 | -0.34 | -0.61 | -0.76 | 1.05 | 0.99 | 0.73 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/26 | 1620 |  |  |  | 2.15 | 2.04 | 1.96 | 1.58 | 1.02 | 0.65 | 0.34 | 0.18 | 0.04 |  |  |  |  | 1.06 | 1.00 | 0.99 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/26 | 2045 |  |  |  | 2.16 | 2.07 | 1.98 | 1.60 | 1.01 | 0.56 | 0.26 | 0.21 | 0.09 | -0.08 |  |  |  | 1.14 | 1.28 | 0.93 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/27 | 0030 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.9 | 4.1 | 2.8 | 2.1 | 2.2 | 2.8 | 3.3 | 2.0 | 2.0 | 1.8 |
| 8/27 | 0040 |  |  |  | 2.04 | 1.92 | 1.98 | 1.60 | 1.03 | 0.55 | 0.30 | 0.25 | 0.14 | -0.08 | -0.33 | -0.68 |  | 1.08 | 1.02 | 0.74 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/27 | 0430 |  |  |  | 2.04 | 1.92 | 1.98 | 1.60 | 1.04 | 0.56 | 0.19 | 0.24 | 0.03 | -0.04 |  |  |  | 1.06 | 0.97 | 0.87 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/27 | 0555 |  |  |  | 2.02 | 1.91 | 1.97 | - 1.60 | 1.04 | 0.55 | 0.14 | 0.21 | 0.08 |  |  |  |  | 1.07 | 1.04 | 0.98 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/27 | 0556 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.8 | 5.1 | 4.8 | 3.6 | 3.3 | 3.2 | 2.8 | 2.6 | 3.0 |  |  |  |  |
| 8/27 | 0855 |  |  |  | 2.02 | 1.92 | 1.96 | 1.60 | 1.05 | 0.62 | 0.36 | 0.18 | 0.01 | -0.03 |  |  |  | 1.13 | 0.99 | 0.86 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/27 | 1156 |  |  |  | 2.02 | 1.91 | 1.96 | 1.60 | 1.01 | 0.64 | 0.37 | 0.28 | 0.22 | -0.06 | -0.34 | -0.70 | -0.86 |  | 0.98 | 0.75 |  |  |  | 3.2 | 2.5 | 1.8 | 1.7 | 1.7 | 1.6 | 2.2 | 3.7 | 2.7 | 2.3 |
| 8/27 | 1600 |  |  |  | 2.02 | 1.91 | 1.96 | 1.62 | 1.12 | 0.76 | 0.48 | 0.23 | 0.06 |  |  |  |  | 1.03 | 0.95 | 0.88 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/27 | 1745 |  |  |  | 2.04 | 1.92 | 1.98 | 1.66 | 1.06 | 0.72 | 0.47 | 0.28 | 0.12 |  |  |  |  | 1.06 | 1.02 | 1.30 |  |  | 3.8 | 2.9 | 4.4 | 4.5 | 3.1 | 2.0 |  |  |  |  |  |
| 8/27 | 2015 |  |  |  | 2.02 | 1.92 | 1.98 | 1.56 | 1.06 | 0.64 | 0.39 | 0.24 | 0.14 | 0.03 |  |  |  | 1.14 | 1.24 | 1.29 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/28 | 0050 |  |  |  | 2.02 | 1.94 | 2.00 | 1.58 | 1.05 | 0.74 | 0.44 | 0.34 | 0.21 | -0.08 | -0.26 |  |  | 1.18 | 1.16 | 0.80 | 4.4 | 5.3 | 3.8 | 3.4 | 2.7 | 2.4 | 2.4 | 2.1 | 2.4 | 3.6 | 5.0 |  |  |
| 8/28 | 0400 |  |  |  | 2.00 | 1.93 | 1.98 | 1.57 | 1.08 | 0.72 | 0.42 | 0.33 | 0.10 | 0.02 |  |  |  | 1.16 | 1.10 | 1.03 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/28 | 0635 |  |  |  | 1.98 | 1.92 | 1.98 | 1.58 | 1.12 | 0.84 | 0.37 | 0.16 | 0.11 |  |  |  |  | 1.20 | 1.17 | 1.27 |  |  | 3.7 | 2.9 | 4.4 | 3.9 | 3.3 | 2.7 | 2.3 |  |  |  |  |
| 8/28 | 0800 |  |  |  | 1.97 | 1.92 | 1.96 | 1.59 | 1.20 | 0.80 | 0.47 | 0.22 | 0.06 | -0.06 |  |  |  | 1.20 | 1.21 | 1.21 |  |  |  |  |  |  |  |  |  |  |  |  |  |


| Date | Time | $\mathrm{E}_{\mathrm{b}}$ (m) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\mathrm{E}_{\mathrm{w}}$ (m) |  |  | $v(\mathrm{~cm} / \mathrm{s})$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A+31 | A+21 | A+12 | A | в | c | D | E | F | G | H | 1 | J | K | L | M | W | x | Y | A | B | F | D | B | F | G | H | 1 | J | K | L | M |
| 8/28 | 1228 |  |  |  | 1.98 | 1.93 | 1.97 | 1.60 | 1.20 | 0.84 | 0.50 | 0.35 | 0.11 | -0.08 | -0.26 | -0.56 | -0.60 | 1.24 | 1.14 | 1.00 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/28 | 1244 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.4 | 3.5 | 2.9 | 2.3 | 2.1 | 2.1 | 2.3 | 3.5 | 2.6 | 2.9 |
| 8/28 | 1245 |  |  |  | 2.00 | 1.94 | 1.98 | 1.59 | 1.17 | 0.83 | 0.46 | 0.33 | 0.11 | -0.10 | -0.27 | -0.54 | -0.62 | 1.20 | 1.15 | 0.86 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/28 | 1605 |  |  |  | 2.00 | 1.94 | 1.98 | 1.60 | 1.23 | 0.88 | 0.55 | 0.37 | 0.08 | -0.11 | -0.24 | -0.53 | -0.59 | 1.14 | 1.08 | 0.90 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/28 | 1950 |  |  |  | 1.99 | 1.95 | 1.98 | 1.75 | 1.35 | 0.87 | 0.22 | 0.22 | 0.03 |  |  |  |  | 1.23 | 1.27 | 1.60 | 4.6 | 4.8 | 4.9 | 4.6 | 5.8 | 7.6 | 6.2 | 5.6 | 4.2 | 3.2 |  |  |  |
| 8/29 | 0000 |  |  |  | 2.00 | 1.95 | 2.00 | 1.69 | 1.38 | 0.92 | 0.42 | 0.26 | 0.03 | -0.04 | -0.22 | -0.43 |  | 1.28 | 1.26 | 1.03 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/29 | 0130 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.4 | 3.7 | 4.1 | 4.4 | 3.8 | 2.4 | 2.4 | 2.2 |  | 2.2 |  | 2.7 | 2.7 |
| 8/29 | 0445 |  |  |  | 1.99 | 1.94 | 2.00 | 1.68 | 1.48 | 0.95 | 0.46 | 0.28 | 0.05 | -0.10 | -0.22 |  |  | 1.24 | 1.23 | 0.98 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/29 | 0730 |  |  |  | 1.98 | 1.94 | 1.97 | 1.80 | 1.36 | 0.95 | 0.53 | 0.24 | 0.06 |  |  |  |  | 1.28 | 1.26 | 1.14 |  |  | 4.9 | 3.8 | 3.8 | 4.5 | 5.4 | 5.4 |  |  |  |  |  |
| 8/29 | 1341 |  |  |  | 2.00 | 1.94 | 2.00 | 1.78 | 1.38 | 0.97 | 0.58 | 0.36 | 0.08 | -0.10 | -0.21 | -0.30 | -0.44 | 1.30 | 1.22 | 0.98 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/29 | 1345 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.2 | 4.1 | 4.4 | 2.7 | 2.6 | 2.8 | 2.7 | 3.2 | 4.8 | 5.4 |
| 8/29 | 1400 |  |  |  | 1.99 | 1.95 | 2.00 | 1.80 | 1.38 | 0.93 | 0.45 | 0.29 | 0.07 | -0.10 | -0.23 | -0.41 | -0.52 | 1.28 | 1.23 | 0.95 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/29 | 1600 |  |  |  | 1.97 | 1.92 | 1.99 | 1.76 | 1.41 | 0.98 | 0.54 | 0.40 | 0.09 | -0.10 | -0.25 | -0.38 | -0.44 | 1.26 | 1.20 | 0.95 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/29 | 1945 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.1 | 3.8 | 4.4 | 5.3 | 6.5 | 6.0 |  | 4.9 |  |  |  |  |
| 8/29 | 2000 |  |  |  | 1.97 | 1.95 | 1.97 | 1.64 | 1.38 | 0.96 | 0.41 | 0.34 | 0.03 |  |  |  |  | 1.31 | 1.32 |  | 4.4 |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/30 | 0000 |  |  |  | 1.97 | 1.94 | 1.98 | 1.62 | 1.42 | 1.00 | 0.56 | 0.39 | 0.08 | -0.14 | -0.15 | -0.29 | -0.43 | 1.29 | 1.33 | 1.14 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/30 | 0202 |  |  |  | 1.98 | 1.94 | 1.98 | 1.81 | 1.41 | 1.00 | 0.58 | 0.42 | 0.16 | -0.01 | -0.18 | -0.32 | -0.38 | 1.38 | 1.42 | 1.07 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/30 | 0225 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.4 | 4.0 | 3.7 | 3.0 | 2.5 | 2.3 | 2.7 | 2.5 | 2.9 | 2.7 | 2.5 |
| 8/30 | 0400 |  |  |  | 1.96 | 1.96 | 1.98 | 1.82 | 1.37 | 1.03 | 0.61 | 0.40 | 0.13 | -0.04 | -0.18 | -0.33 | -0.44 | 1.12 | 1.26 | 1.00 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/30 | 0810 |  |  |  | 1.96 | 1.93 | 2.00 | 1.80 | 1.39 | 1.04 | 0.63 | 0.43 | 0.12 | 0.00 | -0.07 | -0.24 | -0.39 | 1.35 | 1.31 | 1.40 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/30 | 0830 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.4 | 4.2 | 4.7 | 5.0 | 4.2 | 4.9 | 3.7 |  |  |  |  |
| 8/30 | 1255 |  |  |  | 1.96 | 1.94 | 1.99 | 1.63 | 1.36 | 1.02 | 0.68 | 0.51 | 0.25 | 0.04 | -0.12 | -0.28 | -0.39 | 1.35 | 1.32 | 1.10 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/30 | 1416 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.8 | 4.0 | 3.5 | 3.2 | 3.0 | 2.6 | 2.3 | 2.3 | 2.4 | 3.7 | 4.0 |
| 8/30 | 1420 |  |  |  | 1.96 | 1.92 | 1.97 | 1.82 | 1.38 | 1.02 | 0.55 | 0.53 | 0.30 | 0.09 | -0.12 | -0.22 | -0.42 | 1.36 | 1.28 | 1.04 |  |  |  |  |  |  |  |  |  |  |  |  |  |


| Date | Time | $\mathrm{E}_{\mathrm{b}}$ (m) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\mathrm{E}_{\mathrm{W}}(\mathrm{m})$ |  |  | $\mathrm{v}(\mathrm{cm} / \mathrm{s})$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A+31 | A+21 | A+12 | A | B | c | D | E | F | G | H | I | J | K | L | M | W | X | Y | A | B | c | D | E | F | G | H | 1 | J | к | L | M |
| 8/30 | 1600 |  |  |  | 1.96 | 1.92 | 1.96 | 1.60 | 1.38 | 1.00 | 0.66 | 0.51 | 0.26 | 0.08 | -0.04 | -0.30 | -0.38 | 1.33 | 1.26 | 1.01 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/30 | 2010 |  |  |  | 2.10 | 1.94 | 1.96 | 1.66 | 1.36 | 1.00 | 0.58 | 0.52 | 0.23 |  |  |  |  | 1.63 | 1.14 | 1.60 | 4.4 | 4.0 | 4.0 | 4.9 | 4.6 | 5.5 | 5.1 | 5.2 | 4.7 |  |  |  |  |
| 8/31 | 0000 |  |  |  | 2.10 | 1.96 | 2.00 | 1.84 | 1.46 | 1.12 | 0.71 | 0.65 | 0.36 | 0.11 | -0.08 | -0.24 |  | 1.54 | 1.59 | 1.35 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/31 | 0240 |  |  |  | 2.08 | 1.96 | 2.00 | 1.85 | 1.45 | 1.12 | 0.80 | 0.66 | 0.35 | 0.14 | -0.06 | -0.29 | -0.50 | 1.55 | 1.52 | 1.35 | 4.3 | 4.2 | 4.2 | 4.2 | 3.9 |  | 3.1 | 2.7 | 2.4 | 2.4 | 2.9 | 3.1 | 4.7 |
| 8/31 | 0410 |  |  |  | 2.08 | 1.96 | 2.00 | 1.86 | 1.46 | 1.11 | 0.81 | 0.65 | 0.39 | 0.14 | -0.08 | -0.30 | -0.42 | 1.52 | 1.45 | 1.24 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/31 | 0900 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.7 | 4.8 | 5.1 | 4.3 | 4.8 | 4.7 | 5.1 | 4.8 | 5.0 | 4.4 |  |  |  |
| 8/31 | 0920 |  |  |  | 1.98 | 1.97 | 1.98 | 1.89 | 1.51 | 1.18 | 0.89 | 0.67 | 0.30 | 0.08 | -0.11 |  |  | 1.58 | 1.72 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/31 | 1020 |  |  |  | 1.98 | 1.99 | 2.00 | 1.88 | 1.54 | 1.53 | 0.90 | 0.70 | 0.30 | 0.08 | -0.14 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/31 | 1120 |  |  |  | 2.00 | 2.01 | 2.00 | 1.88 | 1.54 | 1.40 | 0.72 | 0.62 | 0.26 | 0.00 | -0.14 | -0.30 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/31 | 1200 |  |  |  | 2.08 | 1.97 | 2.01 | 1.80 | 1.57 | 1.22 | 0.88 | 0.67 | 0.30 | 0.06 | -0.19 | -0.30 | -0.42 | 1.72 | 1.70 | 1.68 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/31 | 1450 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.8 | 4.9 | 4.3 | 4.1 | 3.9 | 3.2 | 3.0 | 2.5 | 2.9 | 3.3 | 3.3 | 5.2 | 4.9 |
| 8/31 | 1500 |  |  |  | 2.08 | 1.96 | 1.98 | 1.87 | 1.55 | 1.22 | 0.88 | 0.68 | 0.36 | 0.11 | -0.15 | -0.36 | -0.52 | 1.70 | 1.63 | 1.30 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/31 | 1600 |  |  |  | 2.10 | 2.08 | 2.19 | 2.18 | 1.95 | 1.74 | 1.18 | 0.90 | 0.67 | 0.36 | -0.14 | -0.41 | -0.54 | 1.68 | 1.62 | 1.28 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/31 | 1700 |  |  |  | 2.08 | 2.04 | 1.87 | 1.58 | 1.35 | 0.96 | 0.69 | 0.52 | 0.20 | 0.01 | -0.19 |  |  | 1.84 | 1.78 | 1.44 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8/31 | 2000 |  |  |  | 2.08 | 2.03 | 1.97 | 1.78 | 1.28 | 1.00 | 0.57 | 0.52 |  |  |  |  |  | 1.78 |  |  | 3.4 | 4.0 | 4.0 | 4.4 | 5.1 | 4.4 | 5.3 | 4.7 | 5.0 |  |  |  |  |
| 9/01 | 0308 |  |  |  | 2.10 | 2.04 | 1.87 | 1.57 | 1.18 | 1.04 | 0.76 | 0.60 | 0.29 | 0.02 | -0.24 | -0.49 |  | 1.81 | 1.78 | 1.32 | 4.4 | 5.3 | 3.9 | 4.6 | 4.3 | 3.8 | 3.3 | 3.5 | 3.8 | 5.7 | 7.3 | 7.2 |  |
| 9/01 | 0800 |  |  |  | 2.13 | 2.08 | 1.99 | 1.48 | 1.11 | 0.88 | 0.56 | 0.41 | 0.16 |  |  |  |  | 1.88 | 1.96 | 1.50 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/01 | 0900 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.8 | 4.2 | 4.7 | 4.9 | 5.2 | 5.0 | 5.2 |  |  |  |  |  |  |
| 9/01 | 0925 |  |  |  | 2.17 | 1.93 | 1.63 | 1.32 | 1.00 | 0.67 | 0.63 |  |  |  |  |  |  | 2.09 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/01 | 1200 |  |  |  | 2.19 | 1.93 | 1.62 | 1.28 | 1.03 | 0.81 | 0.64 | 0.35 | 0.17 | -0.02 |  |  |  | 2.03 | 1.88 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/01 | 1525 |  |  |  | 2.20 | 1.94 | 1.62 | 1.37 | 1.10 | 0.87 | 0.58 | 0.41 | 0.17 | -0.06 | -0.24 | -0.43 | 1.90 | 1.73 | 1.24 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/01 | 1530 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.0 | 4.0 | 4.0 | 4.3 | 3.4 | 3.4 | 4.0 | 4.7 | 4.8 | 5.2 | 5.8 | 5.7 |  |
| 9/01 | 2000 |  |  | - | 2.18 | 1.80 | 1.46 | 1.13 | 0.87 | 0.51 | 0.24 | 0.41 |  |  |  |  |  | 1.96 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/01 | 2200 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.5 | 4.8 | 4.7 | 5.0 | 5.3 | 5.1 | 4.8 |  |  |  |  |  |  |





| Date | Time | $E_{b}$ (m) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $E_{w}$ (m) |  |  | $v(\mathrm{~cm} / \mathrm{s})$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A+31 | A+21 | A+12 | A | B | C | D | E | F | G | H | I | J | K | L | M | W | X | Y | A | B | C | D | E | F | G | H | I | J | K | L | M |
| 9/09 | 0500 |  |  |  | 2.10 | 1.89 | 1.66 | 1.30 | 0.92 | 0.65 | 0.35 | 0.22 | 0.10 | 0.00 |  |  |  | 1.35 | 1.26 | 1.10 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/09 | 0830 |  |  |  | 2.11 | 1.91 | 1.67 | 1.32 | 0.97 | 0.68 | 0.41 | 0.30 | 0.12 | 0.05 | -0.12 | -0.27 |  | 1.48 | 1.30 | 0.66 | 4.3 | 3.4 | 3.6 | 3.9 | 3.2 | 3.3 | 3.7 | 4.0 | 5.0 | 6.0 | 6.2 | 4.7 | 3.1 |
| 9/09 | 1220 |  |  |  | 2.10 | 1.90 | 1.69 | 1.30 | 1.03 | 0.72 | 0.48 | 0.35 | 0.12 | -0.01 | -0.14 | -0.29 |  | 1.24 | 1.15 | 1.10 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/09 | 1520 |  |  |  | 2.10 | 1.90 | 1.62 | 1.27 | 0.89 | 0.60 | 0.34 | 0.31 | 0.13 | 0.13 | -0.02 | -0.11 |  | 1.32 | 1.37 | 1.30 | 3.9 | 3.2 | 4.6 | 4.3 | 5.1 | 5.3 | 4.8 | 4.0 | 3.9 |  | 3.4 |  |  |
| 9/09 | 2025 |  |  |  | 2.10 | 1.88 | 1.60 | 1.22 | 0.91 | 0.67 | 0.46 | 0.34 | 0.19 | 0.06 | -0.11 | -0.35 | -0.46 | 1.34 | 1.29 | 1.00 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/09 | 2156 |  |  |  | 2.10 | 1.90 | 1.59 | 1.22 | 0.91 | 0.68 | 0.50 | 0.40 | 0.20 | 0.05 | -0.16 | -0.35 | -0.58 | 1.33 | 1.26 | 0.94 |  | 3.4 | 4.1 | 5.2 | 3.3 | 3.8 | 3.0 | 3.3 | 3.5 | 4.9 | 3.8 | 4.6 | 2.7 |
| 9/10 | 0020 |  |  |  | 2.10 | 1.88 | 1.58 | 1.21 | 0.90 | 0.70 | 0.53 | 0.40 | 0.19 | 0.00 | -0.19 | -0.38 |  | 1.30 | 1.20 | 1.17 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/10 | 0400 |  |  |  | 2.10 | 1.88 | 1.62 | 1.25 | 0.90 | 0.66 | 0.43 | 0.33 | 0.16 | 0.02 |  |  |  | 1.25 | 1.22 | 1.13 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/10 | 0410 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.8 | 3.4 | 3.9 | 4.3 | 5.2 | 4.7 | 4.3 | 3.9 |  |  |  |
| 9/10 | 0800 |  |  |  | 2.09 | 1.87 | 1.60 | 1.26 | 0.96 | 0.76 | 0.50 | 0.38 | 0.08 | 0.02 | -0.16 | -0.33 | -0.44 | 1.25 | 1.22 | 0.92 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/10 | 0950 |  |  |  | 2.09 | 1.87 | 1.60 | 1.27 | 0.97 | 0.70 | 0.47 | 0.40 | 0.22 | 0.06 | -0.14 | -0.36 | -0.40 | 1.23 | 1.14 | 0.88 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/10 | 1200 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.3 | 3.5 | 3.2 | 2.8 | 2.7 | 3.0 | 3.1 | 4.3 | 5.5 | 7.0 | 2.8 |
| 9/10 | 1215 |  |  |  | 2.10 | 1.87 | 1.60 | 1.22 | 0.98 | 0.72 | 0.52 | 0.42 | 0.25 | 0.06 | -0.19 | -0.37 | -0.56 | 1.21 | 1.12 | 1.20 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/10 | 1620 |  |  |  | 2.10 | 1.90 | 1.60 | 1.32 | 1.07 | 0.77 | 0.52 | 0.40 | 0.15 | 0.04 | -0.16 | -0.40 |  | 1.24 | 1.22 | 1.28 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/10 | 1630 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.3 | 3.6 | 4.6 | 6.2 | 4.3 | 5.1 | 4.6 | 3.7 | 2.2 | 2.9 | 2.2 | 2.6 |
| 9/10 | 2005 |  |  |  | 2.10 | 1.89 | 1.62 | 1.34 | 1.09 | 0.79 | 0.50 | 0.40 | 0.19 | 0.02 | -0.16 | -0.20 |  | 1.27 | 1.24 | 1.05 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/10 | 2300 |  |  |  | 2.10 | 1.88 | 1.62 | 1.32 | 1.06 | 0.81 | 0.54 | 0.42 | 0.22 | 0.04 | -0.05 | -0.41 | -0.50 | 1.26 | 1.20 | 0.93 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/10 | 2302 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.1 | 4.4 | 3.9 | 3.4 | 3.1 | 2.4 | 2.9 | 3.7 | 5.6 | 3.7 | 2.5 |
| 9/11 | 0000 |  |  |  | 2.08 | 1.87 | 1.60 | 1.32 | 1.06 | 0.80 | 0.54 | 0.44 | 0.20 | 0.04 | -0.18 | -0.37 | -0.53 | 1.22 | 1.14 | 0.90 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/11 | 0440 |  |  |  | 2.06 | 1.86 | 1.62 | 1.32 | 1.07 | 0.90 | 0.80 | 0.36 | 0.12 |  |  |  |  | 1.17 | 1.14 | 1.04 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/11 | 0450 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.6 | 3.7 | 4.1 | 5.3 | 7.5 | 8.3 | 4.1 |  |  |  |  |
| 9/11 | 0830 |  |  |  | 2.09 | 1.88 | 1.61 | 1.34 | 1.16 | 0.91 | 0.58 | 0.44 | 0.14 | -0.02 | -0.16 | -0.29 |  | 1.19 | 1.14 | 0.91 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/11 | 1130 |  |  |  | 2.08 | 1.87 | 1.62 | 1.34 | 1.14 | 0.90 | 0.62 | 0.44 | 0.20 | 0.00 | -0.19 | -0.40 | -0.54 | 1.14 | 1.09 | 0.85 |  |  | 3.7 | 3.9 | 3.3 | 2.5 | 2.9 | 2.8 | 2.6 | 2.9 | 4.5 | 4.5 | 2.2 |
| 9/11 | 1230 |  |  |  | 2.08 | 1.87 | 1.60 | 1.33 | 1.12 | 0.90 | 0.60 | 0.45 | 0.18 | -0.02 | -0.20 | -0.39 | -0.55 | 1.15 | 1.08 | 0.82 |  |  |  |  |  |  |  |  |  |  |  |  |  |


| Date | Time | $\mathrm{E}_{\mathrm{b}}$ (m) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\mathrm{E}_{\mathrm{W}}$ (m) |  |  | $v(\mathrm{~cm} / \mathrm{s})$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A+31 | A+21 | A+12 | A | B | c | D | E | F | G | H | 1 | J | K | L | M | W | X | Y | A | B | c | D | E | F | G | H | 1 | J | K | L | M |
| 9/11 | 1600 |  |  |  | 2.06 | 1.86 | 1.62 | 1.39 | 1.16 | 0.81 | 0.52 | 0.42 | 0.16 | 0.02 | -0.18 | -0.38 | -0.57 | 1.14 | 1.12 | 1.22 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/11 | 1732 |  |  |  | 2.06 | 1.88 | 1.66 | 1.38 | 1.08 | 0.68 | 0.43 | 0.41 | 0.22 | 0.04 | -0.19 |  |  | 1.18 | 1.17 | 1.37 | 4.0 | 3.4 | 3.4 | 4.0 | 3.5 | 4.9 | 4.0 | 3.8 | 3.0 | 2.5 | 2.3 |  |  |
| 9/11 | 2000 |  |  |  | 2.06 | 1.87 | 1.65 | 1.38 | 1.06 | 0.74 | 0.47 | 0.40 | 0.22 | 0.06 | -0.17 | -0.38 |  | 1.24 | 1.27 | 1.20 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/11 | 2356 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.8 | 4.1 | 4.4 | 3.6 | 3.2 | 2.8 | 2.5 | 2.5 | . 0 | 4 | 3.9 |  |
| 9/12 | 0000 |  |  |  | 2.06 | 1.86 | 1.66 | 1.34 | 1.04 | 0.78 | 0.55 | 0.44 | 0.22 | 0.04 | -0.18 | -0.43 | -0.55 | 1.21 | 1.17 | 0.93 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/12 | 0415 |  |  |  | 2.06 | 1.84 | 1.62 | 1.39 | 1.08 | 0.80 | 0.55 | 0.38 | 0.18 | 0.02 |  |  |  | 1.16 | 1.14 | 1.20 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/12 | 0545 |  |  |  | 2.05 | 1.84 | 1.64 | 1.32 | 1.04 | 0.70 | 0.86 | 0.36 | 0.16 |  |  |  |  | 1.20 | 1.18 | 1.27 |  |  | 4.3 | 3.3 | 4.9 | 4.8 | 3.6 | 4.6 | 4.3 |  |  |  |  |
| 9/12 | 0845 |  |  |  | 2.04 | 1.84 | 1.66 | 1.35 | 1.04 | 0.73 | 0.42 | 0.35 | 0.19 | 0.16 | -0.09 | -0.28 |  | 1.24 | 1.22 | 1.06 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/12 | 1200 |  |  |  | 2.10 | 1.87 | 1.65 | 1.35 | 1.05 | 0.76 | 0.50 | 0.38 | 0.24 | 0.10 | -0.16 | -0.38 | -0.58 | 1.21 | 1.15 | 1.32 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/12 | 1205 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.6 | 3.8 | 3.5 | 3.7 | 3.7 | 2.8 | 2.9 | 2.8 | 3.7 | 5.1 | 5.0 | 2.8 |
| 9/12 | 1410 |  |  |  | 2.12 | 1.88 | 1.16 | 1.34 | 0.99 | 0.65 | 0.50 | 0.36 | 0.15 | 0.10 |  |  |  | 1.15 | 1.14 | 1.30 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/12 | 1832 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.4 | 4.4 | 4.8 | 5.1 | 5.2 | 5.5 | 4.5 | 4.7 | 4.8 | 4.5 |  |  |  |
| 9/12 | 1845 |  |  | 2.36 | 2.14 | 1.80 | 1.44 | 1.09 | 0.82 | 0.75 | 0.53 | 0.44 | 0.22 | 0.02 |  |  |  | 1.37 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/12 | 2000 |  |  |  | 2.10 | 1.80 | 1.39 | 1.18 | 0.96 | 0.77 | 0.52 | 0.44 | 0.24 | 0.09 |  |  |  | 1.46 | 1.68 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/13 | 0035 |  |  |  | 2.09 | 1.81 | 1.44 | 1.15 | 0.95 | 0.78 | 0.68 | 0.50 | 0.28 | 0.10 | -0.13 | -0.33 | -0.50 | 1.36 | 1.39 | 1.02 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/13 | 0050 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 4.1 | 3.7 | 3.7 | 3.4 | 3.3 | 3.8 | 2.7 | 2.9 | 4.3 |  |  |  | 4.2 |
| 9/13 | 0400 |  |  |  | 2.09 | 1.83 | 1.45 | 1.15 | 0.98 | 0.80 | 0.50 | 0.42 | 0.23 | 0.06 |  |  |  | 1.40 | 1.33 | 1.16 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/13 | 0500 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/13 | 0715 |  |  |  | 2.14 | 1.79 | 1.42 | 1.08 | 0.76 | 0.75 | 0.54 | 0.41 | 0.18 | 0.08 |  |  |  | 1.50 | 1.55 | 1.22 | 3.4 | 4.3 | 4.5 | 4.9 | 4.7 | 4.4 | 4.0 | 4.5 | 4.5 | 4.8 |  |  |  |
| 9/13 | 1220 | 2.47 | 2.46 | 2.34 | 2.14 | 1.79 | 1.42 | 1.13 | 0.88 | 0.74 | 0.54 | 0.44 | 0.28 | 0.10 | -0.07 | -0.30 | -0.47 | 1.48 | 1.40 | 1.00 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/13 | 1302 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3.5 | 4.2 | 4.4 |  | 3.6 | 3.8 |  | 3.0 | 3.5 | 4.5 | 5.1 | 5.2 | 5.3 |
| 9/13 | 1600 |  |  |  | 2.14 | 1.78 | 1.42 | 1.12 | 1.02 | 0.76 | 0.54 | 0.41 | 0.20 | 0.09 | -0.07 |  |  | 1.38 | 1.30 | 1.10 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9/13 | 1920 |  |  | 2.37 | 2.16 | 1.72 | 1.24 | 1.00 | 0.78 | 0.64 |  |  |  |  |  |  |  | 1.53 |  |  | 4.3 | 4.9 | 4.7 | 4.5 | 4.5 | 4.4 | 3.8 |  |  |  |  |  |  |
| 9/14 | 0025 |  |  |  | 2.09 | 1.67 | 1.33 | 1.01 | 0.82 | 0.66 | 0.52 | 0.43 | 0.28 | 0.17 | -0.02 | -0.20 | -0.40 | 1.60 | 1.52 | 1.02 |  |  |  |  |  |  |  |  |  |  |  |  |  |




Data matrix used for investigating the dependence of the change in quantity of foreshore material ( $\pm \Delta Q_{f}$ ) on eight dimensionless variables, distributed over nine lag periods. The dimensionally homogeneous form of the equation investigated is:


| $\bar{H}_{b} / \eta \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan \overline{\mathrm{m}}$ | $\tan \bar{\alpha}_{b}$ | $\overline{\mathrm{H}}_{\mathrm{b}} / \overline{2}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}{ }^{3}$ |  | End of cycle |  | Lag in hours from end of cycle | $\underset{\text { Lag }}{\substack{\text { La }}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | - 3855 | 1.386 | . 0630 | . 077 C | 1.45 | 0.00 | . 024 | 38.636 | LOW | 8/23 | 2100 | 00.0 | 0 |
| - . 095 | - 3858 | 1.217 | . 0664 | . 0770 | 1.80 | 0.00 | . 042 | 38.636 | LOW | 8/23 | 2100 | 1.5 | 1 |
| -. .050 | - 3863 | 0.982 | . 0805 | . 1086 | 1.45 | 0.00 | . 054 | 42.500 | LOW | 8/23 | 2100 | 3.0 | 2 |
| - . . 068 | . 3866 | 0.938 | . 0963 | . 0945 | 0.90 | 0.00 | . 064 | 31.481 | LOW | 8/23 | 2100 | 4.5 | 3 |
| - . 286 | - 3868 | 1.086 | - 1139 | . 0875 | 0.75 | 0.00 | . 068 | 15.455 | LOW | 8/23 | 2100 | 6.0 | 4 |
| - 411 | - 3867 | 1.365 | . 0963 | . 0981 | 1.05 | 0.00 | . 062 | 8.763 | LOW | 8/23 | 2100 | $7 \cdot 5$ | 5 |
| . 101 | - 3863 | 1.567 | . 0805 | . 1334 | 1.45 | 0.00 | . 054 | 8.173 | LOW | 8/23 | 2100 | 9.0 | 6 |
| . 072 | - 3858 | 1.408 | . 0664 | - 1405 | 1.40 | 0.00 | . 046 | 14.407 | LOW | 8/23 | 2100 | 10.5 | 7 |
| . 061 | - 3854 | 0.898 | . 0630 | . 1441 | $1 \cdot 25$ | 0.00 | . 036 | 77.273 | LOW | $8 / 23$ | 2100 | 12.0 | 8 |
| . 000 | - 3885 | 0.825 | . 0367 | . 0000 | 0.60 | 0.00 | . 016 | - 77.778 | LOW | 8/24 | 0812 | 0.0 | 0 |
| - . 117 | . 3883 | 0.933 | . 0402 | .0630 | 0.60 | 0.00 | . 010 | - 63.636 | LOW | 8/24 | 0812 | 1.5 |  |
| - . 096 | - 3882 | 1.107 | . 0542 | . 1122 | 0.60 | 0.00 | . 010 | - 46.667 | LOW | 8/24 | 0812 | 3.0 | 2 |
| - . 618 | . 3879 | 1.273 | . 0682 | . 1548 | 0.60 | 0.16 | . 022 | - 35.897 | LOW | $8 / 24$ | 0812 | 4.5 | 3 |
| - 176 | - 3874 | 1.469 | . 0717 | . 1763 | 0.65 | 0.36 | . 030 | - 29.787 | LOW | $8 / 24$ | 0812 | 6.0 | 4 |
| -102 | . 0866 | 1.586 | . 0682 | .1727 | 0.70 | 0.32 | . 030 | - 29.787 | LOW | $8 / 24$ | 0812 | 7.5 | 5 |
| . 059 | . 3860 | 1.561 | . 0647 | .1441 | 1.05 | 0.20 | . 028 | - 42.424 | LOW | $8 / 24$ | 0812 | 9.0 | 6 |
| -119 | - 3856 | 1.487 | . 0630 | . 0981 | 1.50 | 0.00 | . 026 | - 58.333 | LOW | $8 / 24$ | 0812 | $10 \cdot 5$ | 7 |
| - . 130 | - 3855 | 1.366 | . 0647 | .0734 | 1.75 | 0.00 | . 026 | - 63.636 | LOW | $8 / 24$ | 0812 | $12 \cdot 0$ | 8 |
| . 000 | . 3853 | 0.896 | . 0454 | . 0210 | $1 \cdot 10$ | 0.00 | . 030 | - 5.556 | LOW | 8/24 | 2202 | 0.0 | 1 |
| - . 110 | . 3852 | 0.806 | . 0367 | . 0000 | 0.95 | 0.00 | . 032 | - 6.250 | LOW | $8 / 24$ | 2202 | 1.5 | 1 |
| -. 086 | - 3857 | 1.325 | . 0594 | . 0542 | 1.00 | 0.00 | . 038 | - 1.176 | LOW | $8 / 24$ | 2202 | 3.0 | 2 |
| - . 139 | . 3860 | 1.771 | . 0963 | . 0945 | 1.20 | 0.00 | . 041 | 0.420 | LOW | 8/24 | 2202 | 4.5 | 3 |
| - . 360 | . 3865 | 1.853 | - 1263 | . 1086 | 1.35 | 0.22 | . 042 | 0.318 | LOW | $8 / 24$ | 2202 | 6.0 | 4 |
| - 345 | . 3871 | 1.519 | . 1175 | . 1086 | 1.35 | 0.10 | . 042 | - 0.463 | LOW | $8 / 24$ | 2202 | $7 \cdot 5$ | 5 |
| - 118 | - 3875 | 1.333 | . 0998 | . 1016 | 1.20 | 0.00 | . 040 | - 0.901 | LOW | $8 / 24$ | 2202 | 9.0 | 6 |
| .082 | . 3881 | 1.000 | . 0770 | . 0699 | 0.90 | 0.00 | . 032 | 2.564 | LOW | $8 / 24$ | 2202 | 10.5 | 7 |
| -127 | - 3884 | 0.826 | . 0540 | .0349 | 0.70 | 0.00 | . 030 | - 5.000 | LOW | $8 / 24$ | 2202 | 12.0 | 8 |
| . 000 | -3867 | 1.934 | . 0419 | . 0664 | 1.15 | 0.00 | . 028 | - 15.217 | LOW | 8/25 | 0950 | 0.0 | 0 |
| - . 097 | . 3865 | 1.571 | . 0437 | . 0384 | 1.05 | 0.00 | . 028 | - 29.167 | LOW | $8 / 25$ | 0950 | 1.5 | 1 |
| - . 070 | . 3872 | 1.286 | . 0454 | . 0349 | 0.85 | 0.00 | . 028 | - 52.500 | LOW | $8 / 25$ | 0950 | 3.0 | 2 |
| - 148 | - 3878 | 1.336 | . 0507 | . 0349 | 0.70 | 0.00 | . 027 | - 43.750 | LOW | $8 / 25$ | 0950 | 4.5 | 3 |
| 5.714 | . 3882 | 1.802 | . 0559 | .0314 | 0.65 | 0.00 | . 023 | - 16.406 | LOW | $8 / 25$ | 0950 | 6.0 | 4 |
| . 187 | . 3877 | 1.872 | . 0577 | . 0314 | 0.85 | 0.14 | . 014 | - 12.353 | LOW | 8/25 | 0950 | 7.5 | 5 |
| -112 | . 3868 | 1.529 | . 0507 | .0314 | 1.05 | 0.24 | . 022 | - 17.797 | LOW | $8 / 25$ | 0950 | 9.0 | 6 |
| . 148 | . 3860 | 1.047 | . 0454 | . 0349 | 1.15 | 0.04 | . 030 | - 43.750 | LOW | $8 / 25$ | 0950 | 10.5 | 7 |
| .000 | . 3853 | 0.822 | . 0437 | .0175 | 1.05 | 0.00 | . 030 | - 75.000 | LOW | $8 / 25$ | 0950 | 12.0 | 8 |
| . 000 | - 3883 | 1.805 | . 0489 | . 1263 | 0.85 | 0.00 | . 022 | - 30.392 | LOW | $8 / 25$ | 2308 | 0.0 | 0 |
| - . 142 | . 3887 | 1.478 | . 0437 | . 1086 | 0.85 | 0.00 | . 026 | - 39.744 | LOW | $8 / 25$ | 2308 | 1.5 |  |
| . 078 | . 3888 | 1.296 | . 0437 | . 1157 | 0.95 | 0.00 | . 033 | - 36.047 | LOW | $8 / 25$ | 2308 | 3.0 |  |
| - . 133 | . 3887 | 1.443 | . 0507 | . 1656 | $1 \cdot 25$ | 0.00 | . 043 | - 18.235 | LOW | 8/25 | 2308 | $4 \cdot 5$ | 3 |
| - . 900 | . 3887 | 1.662 | . 0594 | . 2272 | 1.65 | 0.28 | . 050 | - $\quad 9.873$ | LOW | $8 / 25$ | 2308 | 6.0 | 4 |
| - 262 | - 3887 | 1.875 | . 0630 | . 2493 | 1.80 | 0.20 | . 050 | 7.176 | LOW | 8/25 | 2308 | $7 \cdot 5$ | 5 |
| -139 | . 3882 | 1.849 | . 0577 | . 2199 | 1.65 | 0.00 | . 042 | - 9.873 | LOW | $8 / 25$ | 2308 | 9.0 | 6 |
| - 134 | . 3872 | 1.961 | . 0542 | . 1691 | 1.45 | 0.00 | . 034 | - 12.400 | LOW | $8 / 25$ | 2308 | 10.5 | 7 |
| . 279 | . 3863 | 2.091 | . 0454 | .1086 | 1.25 | 0.00 | . 029 | - 15.979 | LOW | $8 / 25$ | 2308 | 12.0 | 8 |


| $\bar{H}_{b} / n \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan \overline{\mathrm{m}}$ | $\tan \bar{\alpha}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ |  | End of cycle |  | Lag in hours from end of cycle | $\underset{\text { Lag }}{\text { La }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | - 38 | 0.875 | . 0717 | . 1405 | 1.40 | 0.00 | . 030 | - 36.363 | LOW | 8/26 | 1056 | 0.0 | 0 |
| - . 093 | - 387 | 0.983 | . 0540 | .1477 | 1.35 | 0.00 | . 032 | - 33.333 | LOW | $8 / 26$ | 1056 | 1.5 | 1 |
| . 101 | - 3874 | 1.123 | . 0437 | . 1405 | $1 \cdot 20$ | 0.00 | . 031 | - 24.242 | LOW | $8 / 26$ | 1056 | 3.0 | 2 |
| . 109 | - 3874 | 1.124 | . 0437 | .1334 | 0.90 | 0.00 | . 029 | - 29.630 | LOW | $8 / 26$ | 1056 | 4.5 | 3 |
| . 000 | . 3872 | 1.160 | . 0489 | . 1228 | 0.65 | 0.18 | . 024 | - 33.333 | LOW | $8 / 26$ | 1056 | 6.0 | 4 |
| - 13 | . 3871 | 1.500 | . 0542 | . 1405 | 0.55 | 0.00 | . 024 | - 22.222 | LOW | $8 / 26$ | 1056 | $7 \cdot 5$ | 5 |
| . 165 | . 3872 | 1.900 | . 0540 | . 1477 | 0.75 | 0.00 | . 022 | - 14.545 | LOW | $8 / 26$ | 1056 | 9.0 | 6 |
| . 286 | . 3876 | 2.051 | . 0540 | . 1405 | 0.90 | 0.00 | . 022 | - 12.500 | LOW | $8 / 26$ | 1056 | 10.5 | 7 |
| . 000 | . 3881 | 1.805 | . 0472 | . 1228 | 0.85 | 0.00 | . 023 | - 15.686 | LOW | 8/26 | 1056 | $12 \cdot 0$ | 8 |
| . 000 | - 3857 | 0.737 | . 0542 | . 1477 | 0.60 | 0.00 | . 028 | 162.500 | LOW | $8 / 26$ | 2330 | 0.0 | 0 |
| - . .082 | . 3858 | 1.036 | . 0472 | . 1299 | 0.80 | 0.00 | . 026 | 54.167 | L LOW | $8 / 26$ | 2330 | 1.5 | 1 |
| - . 072 | . 3859 | 1.478 | . 0454 | . 1086 | 1.25 | 0.00 | . 027 | 16.667 | L LOW | 8/26 | 2330 | 3.0 | 2 |
| . 157 | . 3861 | 1.860 | . 0540 | . 0981 | 1.50 | 0.00 | . 038 | 7.143 | LOW | 8/26 | 2330 | 4.5 | 3 |
| . 000 | - 3863 | 2.063 | . 0664 | . 1052 | 1.55 | 0.00 | . 044 | 4.610 | LOW | $8 / 26$ | 2330 | 6.0 | 4 |
| . 254 | . 3864 | 2.000 | . 0699 | . 1192 | 1.55 | 0.28 | . 048 | 4.610 | LOW | 8/26 | 2330 | $7 \cdot 5$ | 5 |
| - 118 | - 3867 | 1.552 | . 0594 | . 1334 | 1.50 | 0.00 | . 042 | 7.143 | 3 LOW | $8 / 26$ | 2330 | 9.0 | 6 |
| . 123 | -3871 | 1.263 | . 0507 | . 1405 | 1.50 | 0.00 | . 032 | 13.830 | LOW | 8/26 | 2330 | $10 \cdot 5$ | 7 |
| . 157 | . 3873 | 1.034 | .0577 | . 1405 | 1.45 | 0.00 | . 028 | 24.074 | LOW | 8/26 | 2330 | $12 \cdot 0$ | 8 |
| . 000 | - 3 | 2.834 | . 0454 | . 0910 | $1 \cdot 30$ | 0.00 | . 012 | 7.047 | LOW | 8/27 | 1156 | 0.0 | 0 |
| - . 112 | . 3846 | 2.098 | . 0489 | . 0770 | 1.30 | 0.00 | . 020 | 13.125 | LOW | $8 / 27$ | 1156 | 1.5 | 1 |
| . 082 | . 3853 | 1.556 | . 0540 | . 0542 | 1.20 | 0.00 | . 032 | 24.419 | LOW | 8/27 | 1156 | 3.0 | 2 |
| - . 123 | - 3862 | 1.458 | . 0682 | . 0542 | 1.05 | 0.10 | . 032 | 24.419 | LOW | $8 / 27$ | 1156 | 4.5 | 3 |
| . 000 | . 3867 | 1.428 | . 0857 | . 0594 | 1.00 | 0.38 | . 034 | 24.419 | LOW | $8 / 27$ | 1156 | 6.0 | 4 |
| . 260 | . 3868 | 1.388 | . 0893 | . 0805 | 1.05 | 0.28 | . 046 | 26.923 | 3 LOW | $8 / 27$ | 1156 | 7.5 | 5 |
| . 056 | . 3864 | 1.087 | . 0770 | . 1052 | 1.05 | 0.00 | . 044 | 65.625 | LOW | $8 / 27$ | 1156 | 9.0 | 6 |
| . 147 | . 3860 | 0.766 | . 0594 | . 1548 | 0.85 | 0.00 | . 036 | 210.000 | LOW | 8/27 | 1156 | 10.5 | 7 |
| . 000 | . 3855 | 0.691 | . 0542 | . 1477 | 0.55 | 0.00 | . 028 | 350.000 | LOW | $8 / 27$ | 1156 | 12.0 | 8 |
| . 000 | . 3855 | 0.718 | . 0349 | . 1584 | $1 \cdot 30$ | 0.00 | . 037 | 483.333 | LOW | 8/28 | 0050 | 0.0 |  |
| - . 062 | . 3862 | 1.286 | . 0402 | . 1763 | 1.40 | 0.00 | . 038 | 72.500 | LOW | $8 / 28$ | 0050 | 1.5 | 1 |
| - . .060 | . 3862 | 1.750 | . 0507 | . 2053 | 1.35 | 0.00 | . 038 | 19.595 | 5 LOW | $8 / 28$ | 0050 | 3.0 | 2 |
| -. .075 | . 3863 | 1.714 | . 0682 | . 2199 | $1 \cdot 15$ | 0.08 | . 037 | 13.063 | LOW | 8/28 | 0050 | 4.5 | 3 |
| - . 228 | . 3864 | 1.410 | . 0928 | . 1763 | 0.90 | 0.38 | . 038 | 17.059 | LOW | 8/28 | 0050 | 6.0 | 4 |
| - 104 | . 3862 | 1.149 | . 0928 | -1334 | 0.80 | 0.36 | . 033 | 28.431 | LOW | 8/28 | 0050 | 7.5 | 5 |
| . 063 | . 3856 | 1.517 | . 0559 | . 0981 | 0.95 | 0.24 | . 022 | 17.059 | LOW | 8/28 | 0050 | 9.0 | 6 |
| . 081 | - 3848 | 2.250 | . 0472 | . 1016 | 0.85 | 0.00 | . 014 | 9.236 | LOW | 8/28 | 0050 | $10 \cdot 5$ | 7 |
| . 188 | . 3841 | 2.792 | . 0437 | . 1052 | 1.15 | 0.00 | . 010 | 8.735 | LOW | 8/28 | 0050 | 12.0 | 8 |
| . 000 | . 3852 | 2.050 | . 0437 | . 1799 | 0.55 | 0.00 | . 018 | . 000 | LOW | 8/28 | 1300 | 0.0 | 0 |
| - . 058 | . 3854 | 1.538 | . 0489 | . 1799 | 0.45 | 0.00 | . 012 | . 000 | LOW | 8/28 | 1300 | 1.5 | 1 |
| -. 033 | . 3861 | 0.923 | . 0559 | . 1799 | 0.55 | 0.00 | . 018 | . 000 | LOW | 8/28 | 1300 | 3.0 | 2 |
| - . 061 | - 3869 | 1.091 | . 0647 | -1835 | 0.85 | 0.00 | . 028 | . 000 | LOW | 8/28 | 1300 | 4.5 | 3 |
| . 000 | - 3875 | 1.464 | - 0717 | . 1835 | 0.95 | 0.12 | . 042 | . 000 | LOW | $8 / 28$ | 1300 | 6.0 | 4 |
| . 109 | . 3872 | 1.811 | . 0630 | . 1908 | 0.95 | 0.30 | . 038 | . 000 | LOW | 8/28 | 1300 | $7 \cdot 5$ | 5 |
| . 053 | . 3861 | 1.826 | . 0437 | . 1908 | 1.00 | 0.32 | . 025 | . 000 | LOW | 8/28 | 1300 | 9.0 | 6 |
| . 056 | . 3858 | 1.171 | . 0384 | . 1620 | $1 \cdot 10$ | 0.08 | . 036 | . 000 | LOW | 8/28 | 1300 | $10 \cdot 5$ | 7 |
| . 000 | . 3855 | 0.769 | . 0349 | . 1620 | $1 \cdot 30$ | 0.00 | . 038 | . 000 | LOW | 8/28 | 1300 | 12.0 | 8 |
| . 000 | - 3882 | 1.868 | . 0297 | - 1263 | 0.80 | 0.00 | . 033 | 51.282 | 2 LOW | $8 / 29$ | 0126 | 0.0 | 0 |
| - .069 | . 3881 | 1.778 | . 0402 | -1263 | 0.75 | 0.00 | . 036 | 60.606 | LOW | $8 / 29$ | 0126 | 1.5 | 1 |
| - . 033 | . 3879 | 1.667 | . 0717 | -1157 | 0.70 | 0.00 | . 034 | 74.074 | 4 LOW | $8 / 29$ | 0126 | 3.0 | 2 |
| - . 053 | - 3877 | 1.789 | . 1069 | . 1122 | 0.70 | 0.00 | . 030 | 51.282 | LOW | 8/29 | 0126 | 4.5 | 3 |
| - . 130 | . 3872 | 2.102 | . 1210 | - 1122 | 0.75 | 0.11 | . 025 | 28.986 | LOW | $8 / 29$ | 0126 | $6 \cdot 0$ | 4 |
| . 092 | . 3863 | 2.500 | . 0963 | -1122 | 0.70 | $0 \cdot 12$ | . 021 | 16.000 | LOW | 8/29 | 0126 | 7.5 | 5 |
| . 052 | . 3855 | 2.634 | . 0472 | . 1334 | 0.70 | 0.07 | . 019 | 12.739 | LOW | $8 / 29$ | 0126 | 9.0 | \% |
| . 054 | . 3851 | 2.439 | . 0402 | . 1584 | 0.65 | 0.00 | . 018 | 16.000 | LOW | $8 / 29$ | 0126 | 10.5 | 6 |
| . 054 | . 3850 | 1.818 | . 0437 | . 1763 | 0.55 | 0.00 | . 018 | 30.250 | LOW | 8/29 | 0126 | 12.0 | 8 |


| $\bar{H}_{b} / n \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan$ m | $\tan \bar{\alpha}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{h}{ }^{3}$ | Tide <br> cycle <br> ends on <br> water | \|r|rend | of | Lag in hours from end of cycle | \# $\mathrm{\#}$ ( |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 000 | . 3827 | 2.222 | . 0367 | . 1944 | 0.55 | 0.00 | . 028 | 35.156 | LOW | 8/29 | 1320 | 0.0 | 0 |
| - . 059 | - 3838 | $2 \cdot 146$ | - 0540 | - 1908 | 0.60 | 0.00 | . 036 | 26.471 | LOW | 8/29 | 1320 | 1.5 | 1 |
| - . 057 | - 3861 | 1.704 | . 0770 | . 1871 | 0.70 | 0.00 | . 044 | 23.196 | LOW | 8/29 | 1320 | 3.0 | 2 |
| - . 104 | - 3882 | 1.438 | . 0963 | . 1835 | 0.90 | 0.00 | . 038 | 23.196 | LOW | 8/29 | 1320 | 4.5 | 3 |
| . 000 | - 3886 | 1.152 | . 1033 | . 1763 | 1.00 | 0.00 | . 038 | 40.909 | LOW | 8/29 | 1320 | 6.0 | 4 |
| . 043 | . 3886 | 1.129 | . 0770 | . 1620 | 0.80 | 0.06 | . 030 | 52.326 | LOW | $8 / 29$ | 1320 | 7.5 | 5 |
| .050 | . 3886 | 1.358 | . 0384 | . 1405 | 0.70 | 0.08 | . 021 | 47.872 | LOW | 8/29 | 1320 | 9.0 | 6 |
| - 121 | . 3886 | 1.714 | . 0297 | . 1334 | 0.70 | 0.02 | .030 | 47.872 | LOW | $8 / 29$ | 1320 | 10.5 | 7 |
| - . 453 | . 3885 | 1.889 | . 0297 | . 1299 | 0.80 | 0.00 | .033 | 57.692 | LOW | $8 / 29$ | 1320 | 12.0 | 8 |
| . 000 | - 3852 | $1 \cdot 171$ | . 0419 | . 1944 | 0.85 | 0.00 | . 033 | 96.429 | LOW | $8 / 30$ | 0202 | 0.0 | 0 |
| - . 038 | . 3850 | 0.891 | . 0349 | . 1944 | 0.85 | 0.00 | . 035 | 122.727 | LOW | $8 / 30$ | 0202 | 1.5 | 1 |
| - . 038 | - 3847 | 0.856 | . 0384 | . 1835 | 0.80 | 0.00 | . 036 | 61.364 | LOW | $8 / 30$ | 0202 | 3.0 | 2 |
| - . 061 | - 3844 | 0.875 | . 0910 | -1871 | 0.60 | 0.00 | . 031 | 31.395 | LOW | $8 / 30$ | 0202 | 4.5 | 3 |
| - 1.028 | - 3842 | 0.860 | - 1016 | . 1763 | 0.45 | 0.30 | . 018 | 26.471 | LOW | $8 / 30$ | 0202 | 6.0 | 4 |
| . 111 | - 3839 | 0.905 | . 0699 | . 1763 | 0.45 | 0.04 | . 018 | 24.545 | LOW | $8 / 30$ | 0202 | 7.5 | 5 |
| . 055 | - 3835 | 1.070 | . 0332 | . 1763 | 0.60 | 0.00 | . 013 | 24.545 | LOW | $8 / 30$ | 0202 | 9.0 | 6 |
| . 046 | - 3828 | 1.348 | . 0227 | -1835 | 0.65 | 0.00 | . 017 | 28.723 | LOW | $8 / 30$ | 0202 | 10.5 | 7 |
| .119 | - 3825 | 1.846 | . 0297 | . 1871 | 0.60 | 0.00 | . 028 | 28.723 | LOW | 8/30 | 0202 | 12.0 | 8 |
| . 000 | . 3874 | 1.124 | . 0419 | . 1228 | 0.75 | 0.00 | . 027 | 68.519 | LOW | $8 / 30$ | 1408 | 0.0 | 0 |
| - . 041 | . 3874 | 1.148 | . 0244 | . 1122 | 0.80 | 0.00 | . 022 | 61.667 | LOW | $8 / 30$ | 1408 | 1.5 | 1 |
| . 054 | . 3870 | 1.527 | . 0314 | . 1334 | 0.85 | 0.00 | . 026 | 25.000 | LOW | $8 / 30$ | 1408 | 3.0 | 2 |
| -. .134 | - 3866 | 2.036 | . 0349 | . 1691 | $0 \cdot 90$ | 0.06 | . 032 | 10.511 | LOW | $8 / 30$ | 1408 | 4.5 | 3 |
| . 000 | - 3864 | 2.036 | . 0472 | . 1871 | 0.95 | 0.18 | . 036 | 10.511 | LOW | $8 / 30$ | 1408 | 6.0 | 4 |
| . 096 | - 3863 | 1.849 | . 0419 | . 1908 | 0.90 | 0.05 | . 034 | 15.678 | LOW | $8 / 30$ | 1408 | 7.5 | 5 |
| . 058 | - 3859 | 1.739 | . 0349 | . 1835 | 0.85 | 0.00 | . 028 | 28.906 | LOW | $8 / 30$ | 1408 | 9.0 | 6 |
| . 062 | - 3859 | 1.758 | . 0332 | . 1835 | 0.80 | 0.00 | . 028 | 56.061 | LOW | $8 / 30$ | 1408 | 10.5 | 7 |
| . 136 | - 3852 | 1.333 | . 0419 | . 1908 | 0.85 | 0.00 | . 031 | 132.143 | LOW | $8 / 30$ | 1408 | 12.0 | 8 |
| . 000 | - 3840 | 1.182 | . 0419 | . 2199 | 0.95 | 0.00 | . 038 | 136.111 | LOW | $8 / 31$ | 0220 | 0.0 | 0 |
| . 036 | - 3835 | 1.077 | . 0402 | . 1656 | 0.80 | 0.00 | . 038 | 111.364 | LOW | $8 / 31$ | 0220 | 1.5 | 1 |
| . 043 | - 3832 | 1.042 | . 0559 | . 1656 | 0.75 | 0.00 | . 038 | 74.242 | LOW | $8 / 31$ | 0220 | 3.0 | 2 |
| - . 082 | - 3833 | 1.130 | . 0840 | . 1908 | 0.70 | 0.08 | . 042 | 41.525 | LOW | 8/31 | 0220 | 4.5 | 3 |
| . 000 | - 3837 | 1.216 | - 1016 | . 2089 | 0.70 | 0.56 | . 042 | 26.923 | LOW | 8/31 | 0220 | 6.0 | 4 |
| . 065 | - 3845 | 1.260 | . 0699 | . 1980 | 0.70 | 0.38 | . 036 | 25.258 | LOW | 8/31 | 0220 | 7.5 | 5 |
| . 066 | - 3856 | 1. 292 | . 0402 | . 1727 | $0 \cdot 70$ | 0.00 | . 027 | 33.108 | LOW | $8 / 31$ | 0220 | 9.0 | 6 |
| . 075 | - 3866 | 1.233 | - 0402 | - 1441 | 0.70 | 0.00 | . 020 | $52 \cdot 128$ | LOW | $8 / 31$ | 0220 | $10 \cdot 5$ | 7 |
| . 000 | . 3873 | 1.111 | . 0419 | -1228 | 0.75 | 0.00 | . 026 | 90.741 | LOW | 8/31 | 0220 | 12.0 | 8 |
| . 000 | . 3857 | 1.551 | . 0612 | . 2089 | 0.75 | 0.00 | . 037 | $8 \cdot 182$ | LOW | 8/31 | 1500 | 0.0 | 0 |
| . 084 | - 3862 | 2.000 | . 0699 | . 1691 | 0.95 | 0.00 | . 042 | 3.191 | LOW | $8 / 31$ | 1500 | 1.5 | 1 |
| - . 075 | - 3860 | 2.069 | . 0752 | - 1620 | 1.40 | 0.00 | . 053 | 2.083 | LOW | 8/31 | 1500 | 3.0 | 2 |
| - .095 | - 3854 | 1.938 | . 0805 | . 1835 | 1.80 | 0.00 | . 058 | 1.891 | LOW | $8 / 31$ | 1500 | 4.5 | 3 |
| . 403 | - 3851 | 2.638 | . 0734 | . 2530 | 1.90 | 0.06 | . 053 | 1.891 | LOW | 8/31 | 1500 | 6.0 | 4 |
| . 109 | - 3850 | 1.844 | . 0664 | . 3096 | 1.95 | 0.00 | . 041 | 2.195 | LOW | 8/31 | 1500 | 7.5 | 5 |
| . 064 | - 3848 | 1.714 | . 0594 | . 3172 | 1.85 | 0.00 | . 028 | 4.054 | LOW | 8/31 | 1500 | 9.0 | 6 |
| . 048 | - 3845 | 1.333 | . 0507 | . 2943 | 1.55 | 0.00 | . 026 | 13.636 | LOW | $8 / 31$ | 1500 | 10.5 | 7 |
| - 120 | - 3840 | 1.111 | . 0437 | . 2493 | 1.05 | 0.00 | . 037 | 28.125 | LOW | 8/31 | 1500 | 12.0 | 8 |
| . 000 | - 3841 | 0.878 | . 0542 | . 1763 | 1.40 | 0.00 | . 042 | -120.513 | LOW | 9101 | 0300 | 0.0 | 0 |
| -. .062 | - 3831 | 0.883 | . 0594 | . 2309 | 1.00 | 0.00 | . 042 | -120.513 | LOW | $9 / 01$ | 0300 | 1.5 | 1 |
| - . 0664 | - 3815 | 0.987 | . 0717 | - 2642 | 0.75 | 0.00 | . 042 | - 92.157 | LOW | 9101 | 0300 | 3.0 | 2 |
| - . 098 | - 3804 | 1.143 | . 0805 | . 2717 | 0.60 | 0.18 | . 042 | - 73.438 | LOW | 9101 | 0300 | 4.5 | 3 |
| . 000 | $\cdot 3797$ | 1.270 | . 0857 | . 2680 | 0.60 | 0.53 | . 042 | -73.438 | LOW | 9101 | 0300 | 6.0 | 4 |
| . 063 | - 3793 | 1.143 | . 0770 | - 2680 | 0.65 | 0.30 | . 042 | -142.424 | LOW | 9101 | 0300 | 7.5 | 5 |
| . 033 | - 3809 | 1.000 | . 0647 | . 2605 | 0.70 | 0.00 | . 042 | -261.111 | LOW | $9 / 01$ | 0300 | 9.0 | 6 |
| . 052 | - 3832 | 1.120 | . 0594 | . 2493 | 0.65 | 0.00 | . 041 | -213.636 | LOW | 9101 | 0300 | 10.5 | \% |
| . 000 | - 3854 | 1.510 | . 0577 | . 2089 | 0.70 | 0.00 | . 037 | - 92.157 | LOW | 9101 | 0300 | 12.0 | 8 |


| $\bar{H}_{b} / \cap \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \overline{\mathrm{D}}$ | $\tan \overline{\mathrm{m}}$ | $\tan \bar{\alpha}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}{ }^{3}$ | Tide <br> cycle <br> ends on <br> water | End of cycle |  | Lag in hours from end of cycle | Lag |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | . 3837 | 1.303 | . 0402 | . 0664 | 0.75 | 0.00 | . 030 | - 71.250 | LOW | 9101 | 1500 | 0.0 | 0 |
| - . 114 | - 3836 | 1.437 | . 0454 | . 0875 | 1.00 | 0.00 | . 038 | - 54.808 | LOW | 9101 | 1500 | 1.5 | 1 |
| - 166 | . 3830 | 1.688 | . 0540 | . 1122 | 1.20 | 0.00 | . 043 | - 36.306 | LOW | 9101 | 1500 | 3.0 | 2 |
| - . 218 | - 3823 | 2.000 | . 0699 | . 1441 | 1.25 | 0.00 | . 031 | - 25.110 | LOW | 9101 | 1500 | 4.5 | 3 |
| . 467 | - 3820 | 2.169 | . 0857 | . 1763 | 1.00 | 0.60 | . 021 | - 21.756 | LOW | 9101 | 1500 | $6 \cdot 0$ | 4 |
| -124 | . 3821 | 1.967 | . 0840 | . 1620 | 0.85 | 0.80 | . 018 | - 27.805 | LOW | 9101 | 1500 | $7 \cdot 5$ | 5 |
| -102 | - 3828 | 1.446 | . 0682 | . 1157 | $1 \cdot 15$ | 0.00 | . 024 | - 54.808 | LOW | 9101 | 1500 | 9.0 | 6 |
| -118 | . 3837 | 1.028 | . 0577 | . 0770 | 1.50 | 0.00 | . 033 | -111.765 | LOW | 9101 | 1500 | $10 \cdot 5$ | 7 |
| . 000 | - 3841 | 0.883 | . 0542 | . 0840 | 1.40 | 0.00 | . 041 | -146.154 | LOW | 9101 | 1500 | $12 \cdot 0$ | 8 |
| . 000 | . 3828 | 1.534 | . 0297 | . 0000 | 1.30 | 0.00 | . 035 | - 21.338 | LOW | 9102 | 0400 | 0.0 | 0 |
| - 142 | - 3822 | 1.507 | . 0297 | . 0000 | 1.30 | 0.00 | . 037 | - 23.759 | LOW | 9102 | 0400 | 1.5 | 1 |
| - . 119 | . 3816 | 1.529 | . 0332 | . 0000 | $1 \cdot 30$ | 0.00 | . 039 | - 23.759 | LOW | 9102 | 0400 | 3.0 | 2 |
| - . 155 | . 3810 | 1.606 | . 0472 | . 0000 | $1 \cdot 20$ | 0.10 | . 040 | - 22.483 | LOW | 9102 | 0400 | 4.5 | 3 |
| 1.862 | . 3808 | 1.662 | . 0612 | . 0000 | 1.05 | 0.50 | . 040 | - 21.338 | LOW | 9102 | 0400 | $6 \cdot 0$ | 4 |
| . 099 | - 3815 | 1.600 | . 0577 | . 0000 | 0.85 | 0.50 | . 037 | - 23.759 | LOW | 9102 | 0400 | 7.5 | 5 |
| . 078 | - 3823 | 1.415 | . 0472 | . 0070 | 0.70 | 0.00 | . 033 | - 34.536 | LOW | 9102 | 0400 | 9.0 | 6 |
| . 079 | . 3830 | 1.292 | . 0402 | . 0314 | 0.60 | 0.00 | . 030 | - 45.270 | LOW | 9102 | 0400 | 10.5 | 7 |
| . 250 | . 3836 | 1.273 | . 0384 | . 0542 | 0.65 | 0.00 | . 030 | - 45.270 | LOW | 9102 | 0400 | $12 \cdot 0$ | 8 |
| . 000 | . 3835 | 1.105 | . 0349 | . 0349 | 0.90 | 0.00 | . 034 | 2.703 | LOW | 9102 | 1602 | 0.0 | 0 |
| - . 152 | . 3835 | 1.237 | . 0314 | . 0384 | 1.00 | 0.00 | . 036 | 1.923 | LOW | 9102 | 1602 | 1.5 | 1 |
| . 099 | . 3836 | 1.447 | . 0384 | . 0384 | 1.00 | 0.00 | . 037 | 1.205 | LOW | 9102 | 1602 | 3.0 | 2 |
| - . 157 | . 3837 | 1.733 | . 0594 | . 0349 | 1.05 | 0.00 | . 042 | 0.727 | LOW | 9102 | 1602 | 4.5 | 3 |
| . 000 | . 3836 | 1.866 | . 0770 | . 0314 | 1.15 | 0.00 | . 048 | 0.583 | LOW | 9102 | 1602 | 6.0 | 4 |
| . 131 | - 3834 | 1.838 | . 0612 | . 0244 | 1.25 | 0.00 | . 038 | 0.637 | LOW | 9102 | 1602 | $7 \cdot 5$ |  |
| . 125 | . 3833 | 1.676 | . 0454 | . 0140 | 1.30 | 0.00 | . 035 | 0.840 | LOW | 9102 | 1602 | 9.0 | , |
| -158 | - 3832 | 1.611 | . 0349 | . 0000 | $1 \cdot 30$ | 0.00 | . 036 | 1.026 | LOW | 9102 | 1602 | $10 \cdot 5$ |  |
| . 491 | . 3829 | 1.521 | . 0297 | . 0000 | 1.30 | 0.00 | . 035 | 1.274 | LOW | 9102 | 1602 | $12 \cdot 0$ | 8 |
| . 000 | . 3846 | 1.934 | . 0349 | . 0000 | 1.05 | 0.00 | . 029 | 6.341 | LOW | 9103 | 0408 | 0.0 | - |
| - . 145 | - 3847 | 1.905 | . 0402 | . 0000 | 1.25 | 0.00 | . 034 | 6.019 | LOW | 9103 | 0408 | 1.5 | 1 |
| - . 092 | . 3847 | 1.818 | . 0419 | . 0000 | 1.63 | 0.00 | . 036 | 6.019 | LOW | 9103 | 0408 | 3.0 |  |
| - 119 | . 3846 | 1.600 | . 0437 | . 0000 | 1.25 | 0.00 | . 033 | 7.386 | LOW | 9103 | 0408 | 4.5 | 3 |
| . 000 | - 3846 | 1.351 | - 0454 | . 0000 | 1.05 | 0.15 | . 031 | 10.400 | LOW | 9103 | 0408 | $6 \cdot 0$ | 4 |
| . 107 | - 3846 | 1.227 | . 0540 | . 0000 | 0.80 | 0.00 | . 032 | 13.402 | LOW | 9103 | 0408 | 7.5 | 5 |
| . 100 | - 3843 | 1.120 | . 0577 | . 0105 | 0.75 | 0.00 | . 032 | 17.568 | LOW | 9103 | 0408 | 9.0 | ${ }^{6}$ |
| . 089 | - 3838 | 1.093 | -0489 | . 0244 | 0.80 | 0.00 | . 033 | 18.841 | LOW | 9103 | 0408 | $10 \cdot 5$ | 7 |
| . 667 | . 3835 | 1.105 | . 0367 | . 0314 | 0.90 | 0.00 | . 035 | 17.568 | LOW | 9103 | 0408 | $12 \cdot 0$ | 8 |
| . 000 | . 3832 | 0.923 | . 0262 | . 0000 | 0.70 | 0.00 | . 022 | 8.511 | LOW | 9103 | 1638 | 0.0 | 0 |
| -. 158 | . 3821 | 0.982 | . 0367 | . 0140 | 0.90 | 0.00 | . 031 | 7.273 | LOW | 9103 | 1638 | 1.5 | , |
| - 115 | . 3816 | 1.178 | . 0542 | . 0210 | $1 \cdot 20$ | 0.00 | . 042 | 4.396 | LOW | 9103 | 1638 | 3.0 | 2 |
| - . 108 | - 3807 | 1.406 | . 0664 | . 0279 | $1 \cdot 35$ | 0.00 | . 045 | 2.685 | LOW | 9103 | 1638 | 4.5 | 3 |
| . 000 | - 3807 | 1.459 | . 0682 | . 0279 | $1 \cdot 30$ | 0.33 | . 030 | 2.410 | LOW | $9 / 03$ | 1638 | 6.0 | 4 |
| -112 | - 3812 | 1.499 | . 0594 | . 0244 | $1 \cdot 10$ | 0.00 | . 030 | 2.051 | LOW | 9103 | 1638 | $7 \cdot 5$ | 5 |
| -102 | - 3824 | 1.739 | . 0489 | . 0210 | 0.90 | 0.00 | . 029 | 1.852 | LOW | 9103 | 1638 | 9.0 |  |
| . 127 | - 3837 | 1.846 | . 0384 | . 0140 | 0.90 | 0.00 | . 026 | 1.852 | LOW | 9103 | 1638 | $10 \cdot 5$ | 7 |
| . 250 | . 3.846 | 1.873 | . 0332 | . 0035 | 0.95 | 0.00 | . 028 | 1.951 | LOW | 9103 | 1638 | 12.0 | 8 |
| . 000 | - 3826 | 0.857 | . 0384 | . 0000 | 0.65 | 0.00 | . 025 | 70.000 | LOW | 9104 | 0438 | 0.0 | - |
| - .121 | - 3825 | 1.152 | . 0349 | . 0000 | 0.80 | 0.00 | . 023 | 25.455 | LOW | 8104 | 0438 | 1.5 | 1 |
| - 0.095 | - 3825 | 1.315 | . 0384 | . 0000 | 0.95 | 0.00 | . 022 | 12.613 | LOW | 9104 | 0438 | 3.0 | 2 |
| - . 134 | - 3826 | 1.377 | . 0507 | . 0000 | 1.05 | 0.08 | . 022 | 9.396 | LOW | 9104 | 0438 | 4.5 | 3 |
| . 000 | - 3826 | 1.308 | . 0682 | . 0000 | 0.90 | 0.15 | . 022 | 10.526 | LOW | 8104 | 0438 | 6.0 |  |
| . 105 | . 3826 | 1.179 | . 0594 | . 0000 | 0.70 | 0.02 | . 022 | 14.433 | LOW | 9104 | 0438 | $7 \cdot 5$ | 5 |
| . 103 | - 3827 | 1.026 | . 0437 | . 0000 | 0.60 | 0.00 | . 022 | 21.875 | LOW | 9104 | 0438 | 9.0 | 6 |
| . 107 | . 3826 | 0.923 | . 0279 | . 0000 | 0.60 | 0.00 | . 022 | 29.787 | LOW | 9104 | 0438 | $10 \cdot 5$ | 7 |
| . 000 | - 3825 | 0.923 | . 0244 | . 0000 | 0.70 | 0.00 | . 022 | 29.787 | LOW | 9104 | 0438 | 12.0 | 8 |


| $\bar{H}_{b} / \eta \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan \overline{\mathrm{m}}$ | $\tan \bar{\alpha}_{b}$ | $\overline{\mathrm{H}}_{\mathrm{b}} / \overline{\mathrm{z}}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ |  | End of cycle |  | Lag in hours from end of cycle | $\underset{\#}{\mathrm{Lag}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| -000 | . 3847 | 0.825 | . 0332 | . 0035 | 0.65 | 0.00 | . 022 | 16.667 | LOW | $9 / 04$ | 1700 | 0.0 | 0 |
| - . 178 | - 3845 | 1.262 | . 0297 | . 0105 | 0.80 | 0.00 | . 022 | 4.348 | LOW | 9:04 | 1700 | 1.5 |  |
| - . 101 | - 3842 | 1.485 | . 0384 | . 0175 | $1 \cdot 10$ | 0.00 | . 025 | 2.542 | LOW | 9104 | 1700 | 3.0 |  |
| - . 102 | - 3843 | 1.382 | . 0647 | . 0210 | 1.15 | 0.64 | . 035 | 2.885 | LOW | 9104 | 1700 | 4.5 |  |
| - 4.875 | - 3841 | 1.130 | . 0893 | . 0210 | 1.00 | 2.04 | . 044 | 5.085 | LOW | 9104 | 1700 | 6.0 |  |
| . 065 | - 3840 | 0.912 | . 0893 | . 0175 | 0.80 | 1.02 | . 024 | - 10.000 | LOW | 9104 | 1700 | 7.5 |  |
| . 051 | - 3839 | 0.734 | . 0770 | . 0105 | 0.65 | 0.28 | . 024 | - 21.429 | LOW | 9104 | 1700 | 9.0 |  |
| . 059 | - 3830 | 0.698 | . 0594 | .0035 | 0.55 | 0.00 | . 024 | - 27.273 | LOW | $9 / 04$ | 1700 | $10 \cdot 5$ | 7 |
| . 272 | . 3828 | 0.806 | . 0437 | . 0000 | 0.65 | 0.00 | . 024 | - 18.750 | LOW | 9104 | 1700 | 12.0 | 8 |
| . 000 | - 3825 | 0.939 | - 3437 | . 0770 | 0.55 | 0.00 | . 017 | 36.111 | LOW | 9105 | 0500 | 0.0 | 0 |
| - . 182 | - 3828 | 1.036 | . 0454 | . 0699 | 0.45 | 0.00 | . 022 | 27.083 | LOW | 9105 | 0500 | 1.5 | 1 |
| . 072 | . 3837 | 1.298 | . 0402 | . 0664 | 0.50 | 0.00 | . 030 | 12.745 | LOW | $9 / 05$ | 0500 | 3.0 | 2 |
| - . 1114 | - 3845 | 1.586 | - 0489 | . 0559 | 0.65 | 0.00 | . 034 | 6.701 | LOW | 9105 | 0500 | 4.5 | 3 |
| - 1.087 | - 3850 | 1.724 | . 0542 | . 0454 | 0.80 | 0.08 | . 032 | 5.200 | LOW | 9105 | 0500 | 6.0 | 4 |
| . 176 | - 3848 | 1.667 | . 0472 | . 0140 | 0.90 | 0.14 | . 026 | 5.200 | LOW | 9105 | 0500 | 7.5 | 5 |
| . 144 | - 3846 | 1.279 | - 0402 | . 0000 | 0.95 | 0.00 | . 023 | 11.017 | LOW | 9105 | 0500 | 9.0 | 6 |
| . 138 | - 3842 | 0.839 | . 0367 | . 0000 | 0.80 | 0.00 | . 023 | 36.111 | LOW | 9105 | 0500 | 10.5 | 7 |
| 1.238 | - 3840 | 0.825 | . 0332 | . 0000 | 0.65 | 0.00 | . 022 | 36.111 | LOW | $9 / 05$ | 0500 | 12.0 | 8 |
| . 000 | - 3835 | 1.302 | . 0454 | . 0594 | 0.75 | 0.00 | . 015 | 11.594 | LOW | 9105 | 1800 | 0.0 | 0 |
| . 176 | - 3835 | 1.273 | . 0472 | . 0612 | 0.80 | 0.00 | . 026 | 10.811 | LOW | 9105 | 1800 | 1.5 |  |
| - . 078 | - 3835 | $1 \cdot 143$ | . 0540 | . 0805 | 0.90 | 0.00 | . 029 | 12.500 | LOW | $9 / 05$ | 1800 | 3.0 | 2 |
| - .095 | - 3836 | 1.081 | . 0630 | . 0981 | 0.95 | 0.00 | . 030 | 12.500 | LOW | 9105 | 1800 | 4.5 | 3 |
| . 410 | . 3837 | 1.108 | . 0682 | . 1086 | 0.90 | 0.05 | . 030 | 11.594 | LOW | 9105 | 1800 | 6.0 | 4 |
| - 124 | - 3835 | 1.183 | . 0664 | . 0945 | 0.95 | 0.00 | . 028 | 10.811 | LOW | 9105 | 1800 | 7.5 | 5 |
| . 070 | - 3832 | 1.219 | . 0540 | . 0875 | 0.95 | 0.00 | . 026 | 13.559 | LOW | 9105 | 1800 | 9.0 | 6 |
| . 118 | - 3828 | 1.111 | . 0402 | . 0805 | 0.95 | 0.00 | . 020 | 22.222 | LOW | 9105 | 1800 | $10 \cdot 5$ | 7 |
| - 182 | - 3825 | 0.964 | . 0349 | . 0734 | 0.75 | 0.00 | .017 | 40.000 | LOW | 9105 | 1800 | 12.0 | 8 |
| . 000 | - 3839 | 0.848 | . 0594 | -1016 | $1 \cdot 15$ | 0.00 | . 031 | 11.369 | LOW | 9106 | 0630 | 0.0 | 0 |
| - . 137 | - 3841 | 0.856 | . 0507 | . 1016 | $1 \cdot 00$ | 0.00 | . 035 | 11.364 | LOW | 9106 | 0630 | 1.5 | 1 |
| . 090 | - 3840 | 1.219 | . 0454 | . 0805 | 0.95 | 0.00 | . 041 | 4.237 | LOW | 9106 | 0630 | 3.0 | 2 |
| . 096 | - 3837 | 1.738 | . 0472 | . 0630 | 1.10 | 0.02 | . 042 | 1.678 | LOW | 9106 | 0630 | 4.5 |  |
| - . 347 | - 3837 | 2.068 | . 0542 | . 0542 | $1 \cdot 35$ | 0.28 | . 041 | 1.101 | LOW | 9106 | 0630 | 6.0 | 4 |
| . 191 | - 3835 | 1.830 | . 0594 | . 0559 | 1.25 | 0.02 | . 039 | 1.592 | LOW | 9106 | 0630 | 7.5 | 5 |
| - 123 | - 3834 | 1.533 | . 0559 | . 0559 | 1.00 | 0.00 | . 032 | 2.577 | LOW | 9106 | 0630 | 9.0 | 6 |
| . 194 | - 3834 | 1.355 | . 0489 | . 0559 | 0.75 | 0.00 | . 020 | 3.378 | LOW | 9106 | 0630 | 10.5 | 7 |
| 1.265 | - 3834 | 1.365 | . 0454 | . 0594 | 0.70 | 0.00 | . 017 | 3.125 | LOW | $9 / 06$ | 0630 | 12.0 | 8 |
| . 000 | - 3875 | 1.417 | . 0559 | . 0805 | 1.05 | 0.16 | . 042 | 26.923 | LOW | 9106 | 1900 | 0.0 | 0 |
| - . 194 | - 3859 | 1.440 | . 0647 | . 0559 | $1 \cdot 20$ | 0.39 | . 050 | 22.340 | LOW | 9106 | 1900 | 1.5 | 1 |
| . 073 | - 3844 | 1.345 | . 0770 | . 0630 | $1 \cdot 25$ | 0.50 | . 044 | 20.588 | LOW | 9106 | 1900 | 3.0 | 2 |
| - .087 | - 3825 | 1.322 | . 0805 | . 1122 | 1.05 | 0.78 | . 012 | 17.797 | LOW | 9106 | 1900 | 4.5 | 3 |
| - 339 | - 3812 | 1.258 | . 0805 | . 1370 | 0.60 | 0.96 | . 000 | 17.797 | LOW | $9 / 06$ | 1900 | 6.0 | 4 |
| . 476 | . 3810 | 1.238 | . 0840 | -1228 | 0.55 | 0.90 | . 000 | 17.797 | LOW | 9106 | 1900 | 7.5 | 5 |
| . 086 | . 3816 | 1.206 | . 0805 | - 1052 | 0.85 | 0.68 | . 015 | 19.091 | LOW | 9106 | 1900 | 9.0 | 6 |
| . 060 | - 3825 | 1.062 | . 0734 | .0981 | 1.20 | 0.44 | . 032 | 26.923 | LOW | 9106 | 1900 | 10.5 | 7 |
| . 097 | - 3833 | 0.923 | . 0630 | . 0981 | $1 \cdot 20$ | 0.20 | . 031 | 38.889 | LOW | 9106 | 1900 | 12.0 | 8 |
| . 000 | . 3875 | 0.966 | . 0419 | . 0000 | 0.65 | 0.00 | . 032 | - 40.909 | LOW | 9107 | 0712 | 0.0 |  |
| - .207 | -3875 | 1.152 | . 0349 | . 0244 | 0.70 | 0.00 | . 022 | - 23.077 | LOW | 9107 | 0712 | 1.5 | 1 |
| - . . 094 | . 0875 | 1.213 | . 0384 | . 0734 | 0.80 | 0.00 | . 023 | - 17.647 | LOW | 9107 | 0712 | 3.0 | 2 |
| - . 174 | - 3875 | 1.206 | . 0402 | . 1228 | 0.85 | 0.00 | . 028 | - 16.364 | LOW | 9107 | 0712 | 4.5 | 3 |
| - .574 | - 3875 | 1.238 | . 0419 | . 1548 | 0.85 | 0.14 | . 029 | - 15.254 | LOW | 9107 | 0712 | 6.0 | 4 |
| . 273 | . 3875 | 1.300 | . 0437 | - 1548 | 0.85 | 0.04 | . 030 | - 15.254 | LOW | 9107 | 0712 | $7 \cdot 5$ | $\left.\right\|_{5} ^{5}$ |
| -129 | - 3876 | 1.286 | . 0472 | - 1405 | 0.80 | 0.00 | . 029 | - 19.149 | LOW | 9107 | 0712 | 9.0 | 6 |
| . 293 | - 3877 | 1.360 | . 0507 | -1122 | 0.85 | 0.12 | . 032 | -23.077 -23.077 | LOW | $9 / 07$ $9 / 07$ | 0712 | 10.5 12.0 | 7 |
| -1.360 | - 3875 | 1.417 | . 0540 | . 0840 | 1.00 | 0.18 | . 044 | - 23.077 | LOW | $9 / 07$ | 0712 | $12 \cdot 0$ | 8 |


| $\bar{H}_{b} / \eta \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan \overline{\mathrm{m}}$ | $\tan \bar{a}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ | Tidecycleends on- water | End of cycle |  | Lag in hours from end of cycle | Lag |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | - 3874 | 1.000 | . 0314 | . 0805 | 1.30 | 0.00 | .035 | - 3.030 | LOW | 9107 | 2000 | 0.0 | 0 |
| - . 204 | - 3871 | 1.169 | . 0332 | . 0454 | 1.50 | 0.00 | . 035 | 1.818 | LOW | 9107 | 2000 | 1.5 | 1 |
| - . 168 | . 3871 | 1. 508 | . 0402 | . 0542 | 1.50 | 0.00 | . 035 | 0.847 | LOW | 9107 | 2000 | 3.0 | 2 |
| - . 215 | - 3870 | 1.785 | . 0472 | - 1584 | 1.40 | 0.00 | . 038 | 0.513 | LOW | 9107 | 2000 | $4 \cdot 5$ | 3 |
| - 381 | - 3869 | 2.000 | . 0542 | . 2016 | $1 \cdot 40$ | 0.00 | . 039 | 0.382 | LOW | 9107 | 2000 | 6.0 | 4 |
| 1.326 | - 3869 | 1.936 | . 0559 | . 1980 | 1.40 | 0.00 | . 038 | 0.441 | LOW | 9107 | 2000 | $7 \cdot 5$ | 5 |
| -162 | - 3871 | 1.290 | . 0559 | -1548 | $1 \cdot 35$ | 0.00 | . 036 | 0.800 | LOW | 9107 | 2000 | 9.0 | 6 |
| . 074 | - 3873 | 1. 220 | . 0542 | . 0910 | 0.95 | 0.00 | . 032 | 2.128 | LOW | 9107 | 2000 | $10 \cdot 5$ | 7 |
| - 122 | - 3874 | 0.966 | .0472 | .0314 | 0.65 | 0.00 | .032 | - 4.545 | LOW | 9107 | 2000 | $12 \cdot 0$ | 8 |
| . 000 | - 3856 | 1. 212 | . 0419 | . 1799 | 0.80 | 0.00 | . 022 | 0.000 | LOW | $9 / 08$ | 0732 | 0.0 | 0 |
| - . 170 | . 3860 | 1. 169 | . 0419 | . 1548 | 0.80 | 0.00 | . 024 | 0.000 | LOW | 9108 | 0732 | 1.5 | 1 |
| . 203 | - 3862 | 1. 219 | . 0437 | . 0875 | 0.85 | 0.00 | . 028 | 0.000 | LOW | 9108 | 0732 | 3.0 | 2 |
| - 300 | - 3867 | 1. 238 | . 0507 | . 0630 | 0.80 | 0.00 | . 031 | 0.000 | LOW | 9108 | 0732 | $4 \cdot 5$ | 3 |
| . 000 | - 3869 | 1.206 | . 0612 | . 0070 | 0.75 | 0.00 | - 032 | 0.000 | LOW | $9 / 08$ | 0732 | $6 \cdot 0$ | 4 |
| . 262 | . 3871 | 1.175 | . 0540 | . 0052 | 0.70 | 0.08 | . 032 | 0.000 | LOW | 9108 | 0732 | $7 \cdot 5$ | 5 |
| . 117 | - 3871 | 1.079 | . 0507 | . 0699 | 0.85 | 0.00 | . 034 | 0.000 | LOW | $9 / 08$ | 0732 | 9.0 | 6 |
| . 150 | - 3873 | 1.016 | . 0332 | . 0875 | 1.35 | 0.00 | . 034 | 0.000 | LOW | 9108 | 0732 | $10 \cdot 5$ | 7 |
| - .444 | - 3874 | 1.000 | . 0314 | . 0699 | $1 \cdot 35$ | 0.00 | .034 | 0.000 | LOW | 9108 | 0732 | 12.0 | 8 |
| . 000 | - 3833 | 1.704 | . 0349 | - 1016 | 1-35 | 0.00 | .012 | -13.402 | LOW | 9/08 | 2036 | 0 | 0 |
| - . 201 | - 3833 | 1.704 | . 0402 | . 0910 | 1.20 | 0.00 | . 012 | - 13.402 | LOW | $9 / 08$ | 2036 | $1 \cdot 5$ | 1 |
| - . 189 | - 3836 | 1.754 | - 0472 | - 1263 | $1 \cdot 10$ | 0.00 | . 021 | - 10.400 | LOW | 9108 | 2036 | 3.0 | 2 |
| - 272 | - 3842 | 1.677 | . 0507 | -1584 | 1.00 | 0.00 | . 030 | - 9.220 | LOW | 9108 | 2036 | $4 \cdot 5$ | 3 |
| - 447 | - 3850 | 1.522 | - 0489 | -1405 | 0.95 | 0.00 | . 025 | - 9.774 | LOW | 9108 | 2036 | $6 \cdot 0$ | 4 |
| . 408 | - 3854 | 1.433 | - 0577 | -1228 | 0.95 | 0.36 | . 030 | - 11.017 | LOW | 9108 | 2036 | $7 \cdot 5$ | 5 |
| -184 | - 3854 | 1.353 | . 0594 | . 1263 | 0.90 | 0.36 | . 033 | - 13.402 | LOW | 9108 | 2036 | 9.0 | 6 |
| - 120 | - 3854 | 1. 254 | - 0489 | - 1620 | $0 \cdot 85$ | 0.00 | . 028 | - 17.568 | LOW | $9 / 08$ | 2036 | $10.5$ | $7$ |
| .286 | - 3855 | 1.212 | . 0419 | .1835 | 0.85 | 0.00 | .022 | - 20.313 | LOW | 9108 | 2036 | $12 \cdot 0$ | 8 |
| . 000 | - 3833 | 1.100 | . 0349 | -1263 | 1.15 | 0.00 | .000 | - 1.765 | LOW | $9 / 09$ | 0905 | 0.0 | 0 |
| - .173 | - 3837 | 1.000 | . 0314 | . 1441 | 0.95 | 0.00 | . 005 | 2.542 | LOW | $9 / 09$ | 0905 | 1.5 | 1 |
| - . 162 | - 3842 | 1.027 | . 0314 | . 1691 | 0.85 | 0.00 | . 017 | - 2.727 | LOW | $9 / 09$ | 0905 | 3.0 | 2 |
| - . 279 | - 3846 | 1.371 | . 0384 | . 1944 | 0.95 | 0.00 | . 028 | 1.351 | LOW | 9109 | 0905 | $4 \cdot 5$ | 3 |
| - 1.217 | - 3847 | 1.623 | . 0542 | . 2199 | 1.15 | 0.22 | .034 | 0.852 | LOW | 9109 | 0905 | 6.0 | 4 |
| .517 | - 3845 | 1.802 | . 0559 | - 2346 | $1 \cdot 30$ | 0.00 | .030 | - 0.694 | LOW | 9109 | 0905 | $7 \cdot 5$ | 5 |
| - 275 | - 3841 | 1.774 | . 0419 | - 2016 | 1.45 | 0.00 | . 025 | 0.904 | LOW | 9109 | 0905 | 9.0 | 6 |
| . 323 | - 3836 | 1.767 | . 0349 | . 1656 | 1.45 | 0.00 | . 018 | - 1.200 | LOW | 9109 | 0905 | 10.5 | 7 |
| .000 | - 3833 | 1.704 | . 0332 | -1122 | 1.40 | 0.00 | .011 | - 1.546 | LOW | 9109 | 0905 | $12 \cdot 0$ | 8 |
| . 000 | - 3845 | 1.529 | . 0297 | . 0981 | 1. 25 | 0.00 | . 023 | - 2.837 | LOW | 9109 | 2140 | $0 \cdot 0$ | 0 |
| - . 290 | - 3846 | 1.602 | . 0279 | - 1052 | 1.40 | 0.00 | . 026 | - 2.548 | LOW | 9109 | 2140 | 1.5 | 1 |
| - .123 | - 3849 | 1.614 | . 0314 | - 1192 | 1.50 | 0.00 | .030 | - 2.273 | LOW | 9109 | 2140 | $3 \cdot 0$ | 2 |
| - $\quad .134$ | - 3849 | 1.681 | - 0454 | -1228 | 1.50 | 0.00 | . 032 | - 2.051 | LOW | 9109 | 2140 | $4 \cdot 5$ | 3 |
| - . 429 | - 3849 | 1.714 | . 0472 | - 1157 | $1 \cdot 50$ | 0.30 | . 035 | - 1.852 | LOW | 9109 | 2140 | $6 \cdot 0$ | 4 |
| . 000 | - 3848 | 1.756 | . 0454 | . 1052 | 1.55 | 0.26 | . 036 | 1.681 | LOW | 9109 | 2140 | $7 \cdot 5$ | 5 |
| - 159 | - 3845 | 1.699 | . 0437 | . 0981 | 1.55 | 0.00 | . 034 | 1.681 | LOW | 9109 | 2140 | 9.0 | 6 |
| - 143 | - 3840 | 1.506 | - 0419 | - 1052 | $1 \cdot 50$ | 0.00 | . 025 | 2.051 | LOW | $9 / 09$ | 2140 | 10.5 | 7 |
| . 196 | - 3836 | 1. 266 | . 0384 | - 11192 | 1.30 | 0.00 | .011 | - 3.200 | LOW | $9 / 09$ | 2140 | 12.0 | 8 |
| . 000 | - 3845 | 1.200 | . 0314 | . 0630 | 0.90 | 0.00 | . 019 | 19.149 | LOW | $9 / 10$ | 0936 | 0.0 | 0 |
| - $\quad 119$ | - 3857 | 1. 175 | . 0367 | . 0981 | 0.85 | 0.00 | . 024 | 17.647 | LOW | $9 / 10$ | 0936 | 1.5 | 1 |
| - $\quad 112$ | - 3860 | 1. 224 | . 0419 | . 0981 | 0.85 | 0.00 | . 024 | 13.043 | LOW | $9 / 10$ | 0936 | 3.0 | 2 |
| - $\quad .425$ | - 3861 | 1. 286 | - 0454 | . 0981 | 0.85 | 0.16 | . 023 | 9.890 | LOW | $9 / 10$ | 0936 | $4 \cdot 5$ | 3 |
| 1.171 | - 3861 | 1.352 | . 0472 | . 0981 | 0.85 | C. 24 | . 023 | 8.108 | LOW | $9 / 10$ | 0936 | $6 \cdot 0$ | $4$ |
| - 260 | - 3857 | 1.486 | - 0454 | . 0981 | 0.85 | C. 28 | . 023 | $6 \cdot 383$ | LOW | $9 / 10$ | 0936 | $7 \cdot 5$ | 5 |
| - 226 | - 3851 | 1. 529 | - 0419 | . 0981 | 0.80 | 0.34 | . 022 | 6.383 | LOW | $9 / 10$ | 0936 | 9.0 | 6 |
| - 345 | - 3846 | 1.500 | . 0402 | . 0981 | 1.05 | 0.04 | . 021 | 6.767 | LOW | $9 / 10$ | 0936 | 10.5 | 7 |
| - . 433 | - 3845 | 1.529 | .0384 | . 0981 | 1.25 | 0.00 | .023 | 6.383 | LOW | $9 / 10$ | 0936 | 12.0 | 8 |


| $\bar{H}_{b} / \eta \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan \overline{\text { m }}$ | $\tan \bar{\alpha}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ | Tide <br> cycle <br> ends on <br> $\overline{\text { water }}$ | End of cycle |  | Lag inhoursfromend ofcycle | $\underset{\sharp}{\mathrm{Lag}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | - 384 | 0.842 | . 0507 | . 0105 | 0.90 | 0.00 | . 048 | 9.091 | LOW | $9 / 10$ | 2300 | 0.0 | 0 |
| - . 191 | - 3845 | 1.135 | . 0367 | . 0279 | 1.45 | 0.00 | . 040 | 4.054 | LOW | 9/10 | 2300 | 1.5 |  |
| - . 090 | - 3841 | 1.383 | . 0314 | . 0542 | 2.00 | 0.00 | . 030 | 2.703 | LOW | 9/10 | 2300 | 3.0 | 2 |
| - . 093 | - 3841 | 1.492 | . 0454 | . 0770 | 2.00 | 0.00 | . 033 | 2.885 | LOW | $9 / 10$ | 2300 | 4.5 |  |
| - $\quad .479$ | - 3842 | 1.155 | . 0540 | . 0945 | 1.75 | 0.20 | . 039 | 3.297 | LOW | $9 / 10$ | 2300 | 6.0 |  |
| . 257 | - 3842 | 1.500 | . 0559 | . 0840 | 1.35 | 0.19 | . 039 | 3.297 | LOW | $9 / 10$ | 2300 | 7.5 |  |
| . 100 | - 3841 | 1.467 | . 0559 | . 0454 | 1.15 | 0.00 | . 027 | 3.529 | LOW | $9 / 10$ | 2300 | 9.0 | 6 |
| . 113 | - 3844 | 1.367 | . 0507 | . 0210 | 1.00 | 0.00 | . 019 | 4.348 | LOW | $9 / 10$ | 2300 | 10.5 | 7 |
| - 201 | - 3847 | 1.267 | . 0402 | . 0314 | 0.90 | 0.00 | .017 | 5.455 | LOW | $9 / 10$ | 2300 | 12.0 | 8 |
| . 000 | - 3843 | 1.156 | . 0332 | - 1052 | 0.80 | 0.00 | . 033 | 38.889 | LOW | 9/11 | 1100 | 00.0 | 0 |
| - .110 | - 3846 | 0.917 | . 0349 | . 0000 | 0.80 | 0.00 | . 032 | 63.636 | LOW | 9/11 | 1100 | 1.5 | 1 |
| - . 079 | - 3852 | 0.893 | . 0419 | . 0210 | 0.80 | 0.00 | . 030 | 43.750 | LOW | $9 / 11$ | 1100 | 3.0 | 2 |
| - . 167 | - 3853 | 1.091 | . 0612 | . 0105 | 0.95 | 0.00 | . 031 | 14.894 | LOW | 9/11 | 1100 | 4.5 | 3 |
| . 000 | - 3852 | 1.222 | . 0752 | . 0000 | 1.00 | 0.13 | . 034 | 8.235 | LOW | $9 / 11$ | 1100 | 6.0 | 4 |
| . 241 | - 3849 | 1.135 | . 0664 | . 0000 | 1.00 | 0.00 | . 027 | 9.459 | LOW | 9/11 | 1100 | 7.5 | 5 |
| . 189 | - 3849 | 0.907 | . 0540 | . 0000 | 0.95 | 0.00 | . 022 | 17.949 | LOW | $9 / 11$ | 1100 | 9.0 | 6 |
| . 135 | - 3848 | 0.805 | - 0419 | . 0000 | 0.60 | 0.00 | . 020 | 23.333 | LOW | $9 / 11$ | 1100 | 10.5 | 7 |
| - 000 | - 3847 | 0.916 | . 0507 | . 0105 | 0.90 | 0.00 | . 048 | 16.279 | LOW | 9/11 | 1100 | 12.0 | 8 |
| . 000 | - 3852 | $1 \cdot 217$ | . 0630 | . 0349 | 0.80 | 0.00 | . 034 | - 20.455 | LOW | 9/11 | 2356 | 0.0 | 0 |
| - . 100 | - 3857 | 1.200 | . 0664 | . 0349 | 0.85 | 0.00 | . 036 | - 16.667 | LOW | 9/11 | 2356 | 1.5 | 1 |
| - . 058 | - 3859 | 1.158 | . 0682 | . 0419 | 0.85 | 0.00 | . 032 | - 12.500 | LOW | 9/11 | 2355 | 3.0 | 2 |
| - . 080 | . 3860 | $1 \cdot 125$ | . 0577 | - 1052 | 0.80 | 0.19 | . 023 | 9.574 | LOW | 9/11 | 2356 | 4.5 | 3 |
| - .494 | - 3858 | $1 \cdot 157$ | - 0454 | . 1122 | 0.85 | 0.20 | . 017 | - 7.627 | LOW | $9 / 11$ | 2356 | 6.0 | 4 |
| -152 | - 3855 | 1.325 | . 0577 | . 1584 | 0.95 | 0.35 | . 032 | 6.081 | LOW | 9/11 | 2356 | $7 \cdot 5$ | 5 |
| . 074 | - 3849 | 1.517 | . 0612 | - 1980 | 1.15 | 0.35 | . 038 | 5.294 | LOW | 9/11 | 2356 | 9.0 | 6 |
| . 069 | - 3845 | 1.569 | . 0472 | . 2126 | $1 \cdot 10$ | 0.20 | . 029 | - 7.031 | LOW | $9 / 11$ | 2356 | 10.5 | 7 |
| . 154 | - 3843 | 1.391 | . 0349 | - 1405 | 0.95 | 0.00 | . 028 | - 13.636 | LOW | $9 / 11$ | 2356 | $12 \cdot 0$ | 8 |
| . 000 | - 3853 | 1.259 | . 0472 | . 0945 | 0.95 | 0.00 | - 030 | 1.282 | LOW | $9 / 12$ | 1200 | 0.0 | 0 |
| - . 126 | - 3848 | 1.276 | -0419 | . 1192 | 1.00 | 0.14 | . 029 | 0.980 | LOW | $9 / 12$ | 1200 | 1.5 | 1 |
| . 104 | - 3837 | 1.355 | . 0384 | . 1799 | 1.00 | 0.30 | . 027 | 0.676 | LOW | $9 / 12$ | 1200 | 3.0 | 2 |
| -179 | - 3826 | 1.323 | . 0507 | . 1727 | 1.00 | 0.31 | . 026 | 0.625 | LOW | $9 / 12$ | 1200 | 4.5 | 3 |
| . 000 | - 3821 | 1.164 | . 0664 | . 1299 | 0.80 | 0.26 | . 028 | 0.847 | LOW | $9 / 12$ | 1200 | 6.0 | 4 |
| - 150 | - 3824 | 1.031 | . 0612 | . 0840 | 0.65 | 0.16 | . 032 | 1.389 | LOW | $9 / 12$ | 1200 | $7 \cdot 5$ | 5 |
| . 070 | - 3825 | 1.036 | . 0594 | . 0559 | 0.60 | 0.00 | . 034 | 2.083 | LOW | $9 / 12$ | 1200 | 9.0 | 6 |
| - 140 | - 3843 | 1.167 | . 0594 | . 0384 | 0.70 | 0.00 | . 034 | 2.273 | LOW | $9 / 12$ | 1200 | 10.5 | 7 |
| . 000 | - 3852 | 1.217 | . 0630 | . 0349 | 0.80 | 0.00 | . 034 | 2.273 | LOW | 9/12 | 1200 | 12.0 | 8 |
| . 000 | - 3843 | 1.075 | . 0507 | . 0000 | 1.05 | 0.00 | . 022 | 4.255 | LOW | 9/13 | 0050 | 0.0 | 0 |
| - . 094 | - 3844 | 0.914 | . 0489 | . 0000 | 0.80 | 0.00 | . 025 | 6.061 | LOW | 9/13 | 0050 | 1.5 | 1 |
| . 072 | - 3844 | 1.194 | . 0454 | . 0035 | 0.80 | 0.00 | . 030 | 2.500 | LOW | 9/13 | 0050 | 3.0 | 2 |
| - . 109 | . 3846 | 1.479 | . 0437 | . 0070 | 0.85 | 0.00 | . 031 | 1.274 | LOW | 9/13 | 0050 | 4.5 | 3 |
| - 1.017 | - 3847 | 1.639 | . 0540 | . 0140 | 0.80 | 0.60 | . 030 | 0.976 | LOW | $9 / 13$ | 0050 | 6.0 | 4 |
| -199 | - 3848 | 1.652 | . 0507 | . 0175 | 0.80 | 0.40 | . 026 | 1.081 | LOW | 9/13 | 0050 | $7 \cdot 5$ | 5 |
| -100 | - 3849 | 1.613 | . 0367 | . 0349 | $0 \cdot 80$ | 0.00 | . 024 | 1.600 | LOW | $9 / 13$ | 0050 | 9.0 | 6 |
| . 097 | - 3851 | 1.500 | . 0279 | . 0542 | 0.85 | 0.00 | . 025 | 2.703 | LOW | $9 / 13$ | 0050 | 10.5 | 7 |
| . 213 | - 3853 | 1.333 | .0367 | . 0805 | 0.90 | 0.00 | . 030 | 4.255 | LOW | $9 / 13$ | 0050 | 12.0 | 8 |
| . 000 | - 3853 | 1.048 | . 0384 | . 0981 | 2.05 | 0.00 | . 030 | - 15.278 | LOW | 9/13 | 1310 | 0.0 |  |
| - . 055 | - 3851 | 0.921 | . 0367 | . 0981 | 2.05 | 0.00 | . 031 | - 22.917 | LOW | 0/13 | 1310 | 1.5 | 2 |
| - .068 | - 3847 | 1.206 | . 0367 | - 1052 | 1.75 | 0.00 | . 025 | - 10.000 | LOW | 9/13 | 1310 | 3.0 | 2 |
| - . 176 | - 3836 | 1.841 | . 0367 | . 1052 | 1.40 | 0.00 | . 023 | - 2.821 | LOW | 9/13 | 1310 | 4.5 | 3 |
| - 000 | - 3835 | 2.381 | . 0384 | . 0699 | $1 \cdot 15$ | 0.40 | -022 | - 1.303 | LOW | $9 / 13$ | 1310 | $6 \cdot 0$ | 4 |
| . 227 | - 3837 | 2.469 | . 0367 | . 0175 | 1.20 | 0.00 | . 021 | - 1.116 | LOW | $9 / 13$ | 1310 | $7 \cdot 5$ | 5 |
| -138 | - 3840 | 2.215 | . 0349 | . 0000 | 1.45 | 0.00 | . 021 | - 1.475 | LOW | $9 / 13$ | 1310 | 9.0 10.5 | 6 |
| . 121 | .3840 .3843 | 1.612 1.134 | .0437 .0489 | . 0000 | 1.45 1.20 | 0.00 0.00 | .022 <br> .022 | $\begin{array}{r}3.503 \\ -\quad 10.000 \\ \hline\end{array}$ | LOW | $9 / 13$ $9 / 13$ | 1310 1310 | 10.5 12.0 | 7 |


| $\bar{H}_{b} / \cap \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan$ - ${ }^{\text {m }}$ | $\tan \bar{\alpha}_{b}$ | $\overline{\mathrm{H}}_{\mathrm{b}} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{\mathrm{b}}{ }^{3}$ |  | End of cycle |  | Lag in hours from end of cycle | $\underset{\\|}{\text { Lag }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| 000 | -385 | 1.200 | . 0314 | - 1228 | $1 \cdot 75$ | 0.00 | . 026 | 2.703 | LOW | 9/14 | 0200 | 0.0 | 0 |
| - . 12 | - 3853 | 1.118 | . 0367 | . 0340 | 1.95 | 0.00 | . 040 | - $\quad 3.636$ | LOW | 9114 | 0200 | 1.5 | 1 |
| - . 057 | - 3849 | 1.038 | . 0489 | . 0699 | 1.75 | 0.00 | . 030 | - $\quad 4.651$ | LOW | $9 / 14$ | 0200 | 3.0 | 2 |
| . 089 | - 3945 | 1.104 | . 0647 | . 0699 | 1.25 | 0.00 | . 025 | 3.922 | LOW | $9 / 14$ | 0200 | 4.5 | 3 |
| - 590 | - 3842 | 1.394 | -0752 | . 0699 | 0.85 | 0.32 | . 022 | 2.062 | LOW | $9 / 14$ | 0200 | 6.0 | 4 |
| - 361 | - 3844 | 1.875 | . 0682 | . 0734 | 0.70 | 0.00 | . 022 | 0.926 | LOW | $9 / 14$ | 0200 | 7.5 | 5 |
| . 106 | - 3844 | 2.062 | . 0540 | . 0770 | 0.95 | 0.00 | . 022 | 0.697 | LOW | 9/14 | 0200 | 9.0 | 6 |
| . 095 | - 3844 | 1.841 | . 0419 | . 0840 | 1.45 | 0.00 | . 024 | - 1.026 | LOW | $9 / 14$ | 0200 | 10.5 | 7 |
| - 157 | - 3845 | 1.333 | . 0402 | . 0875 | 1.85 | 0.00 | . 028 | - 2.703 | LOW | $9 / 14$ | 0200 | 12.0 | 8 |
| . 000 | - 3846 | 1.155 | . 0297 | . 1477 | 1.40 | 0.00 | . 023 | - 47.101 | LOW | 9/14 | 1406 | 0.0 | 0 |
| - . 064 | - 3843 | 1.086 | . 0349 | . 1477 | $2 \cdot 40$ | 0.00 | . 025 | - 59.091 | LOW | $9 / 14$ | 1406 | 1.5 | 1 |
| . 064 | - 3840 | 1.187 | . 0540 | . 2126 | $2 \cdot 15$ | 0.00 | . 037 | - 50.781 | LOW | $9 / 14$ | 1406 | 3.0 | 2 |
| - . 098 | - 3838 | 1.446 | -0770 | . 2530 | 1.25 | 0.00 | . 047 | - 31.250 | LOW | 9/14 | 1406 | 4.5 | 2 |
| $.000$ | - 3838 | 1.600 | . 0857 | . 2568 | 0.95 | 0.17 | . 046 | - 23.050 | LOW | 9/14 | 1406 | 6.0 | 4 |
| . 149 | - 3840 | 1.545 | . 0664 | . 2346 | 0.90 | 0.17 | . 035 | - 24.436 | LOW | $9 / 14$ | 1406 | 7.5 | 5 |
| . 097 | - 3847 | 1.470 | . 0384 | . 1980 | 1.00 | 0.12 | . 023 | - 26.000 | LOW | $9 / 14$ | 1406 | 9.0 | 6 |
| . 111 | - 3853 | 1.362 | . 0279 | . 1620 | 1.25 | 0.00 | . 022 | - 31.250 | LOW | $9 / 14$ | 1406 | $10 \cdot 5$ |  |
| . 000 | - 3855 | 1.200 | . 0297 | -1263 | 1.75 | 0.00 | . 025 | - 43.919 | LOW | $9 / 14$ | 1406 | $12 \cdot 0$ | 8 |
| . 000 | - 3847 | 1.412 | . 0367 | . 1477 | 1.55 | 0.00 | . 027 | - 38.288 | LOW | 115 | 0300 | 0.0 | 0 |
| - .094 | - 3946 | 0.986 | . 0349 | . 1441 | 1.20 | 0.00 | . 027 | -108.974 | LOW | 9/15 | 0300 | 1.5 | 1 |
| - . 053 | . 3836 | 0.914 | - 0472 | - 1405 | 0.90 | 0.00 | . 027 | -128.788 | LOW | $9 / 15$ | 0300 | 3.0 | 2 |
| . 080 | - 3828 | 1.371 | . 0664 | . 1477 | 0.75 | 0.00 | . 026 | - 38.288 | LOW | 9/15 | 0300 | 4.5 | 3 |
| - . 873 | - 3823 | 1.771 | . 0910 | - 1585 | 1.00 | 0.00 | . 024 | - 17.857 | LOW | 9/15 | 0300 | 6.0 | 4 |
| $.169$ | - 3827 | 1.831 | . 0822 | . 1763 | 1.25 | 0.00 | . 023 | - 15.455 | LOW | 9/15 | 0300 | 7.5 | 5 |
| . 078 | - 3832 | 1.634 | . 0489 | .1763 | 1.30 | 0.00 | . 022 | - 21.795 | LOW | $9 / 15$ | 0300 | 9.0 | 6 |
| . 068 | - 3839 | 1.324 | . 0314 | . 1691 | 1.15 | 0.00 | . 020 | - 40.865 | LOW | 9/15 | 0300 | 10.5 | 7 |
| . 135 | - 3844 | 1.211 | . 0279 | . 1548 | 1.25 | 0.00 | . 023 | - 53.125 | LOW | $9 / 15$ | 0300 | 12.0 | 8 |
| . 000 | - 3845 | 0.927 | . 0472 | . 1016 | 0.95 | 0.00 | . 022 | - 2.727 | LOW | 9/15 | 1550 | 0.0 | 0 |
| - . 065 | - 3847 | 1.037 | . 0402 | . 0840 | 0.90 | 0.00 | . 019 | - 2.027 | LOW | $9 / 15$ | 1550 | 1.5 | 1 |
| . 075 | - 3851 | 1.361 | . 0314 | . 0875 | 0.95 | 0.00 | . 018 | - 1.064 | LOW | 9/15 | 1550 | 3.0 | 2 |
| - . 108 | - 3856 | 1.877 | . 0227 | . 1052 | 1.00 | 0.00 | . 011 | - 0.498 | LOW | $9 / 15$ | 1550 | 4.5 | 3 |
| . 000 | - 3858 | 2.433 | . 0244 | . 1228 | $1 \cdot 10$ | 0.15 | . 006 | - 0.272 | LOW | 9/15 | 1550 | 6.0 | 4 |
| - 124 | - 3859 | 2.657 | . 0314 | . 1441 | 1.20 | 0.00 | . 008 | 0.213 | LOW | 9115 | 1550 | 7.5 | 5 |
| . 090 | - 3861 | 2.404 | . 0419 | - 1512 | 1.45 | 0.00 | .018 | - 0.282 | LOW | $9 / 15$ | 1550 | 9.0 | 6 |
| . 102 | - 3861 | 1.929 | . 0454 | . 1512 | 1.65 | 0.00 | . 028 | 0.545 | LOW | $9 / 15$ | 1550 | 10.5 | 6 |
| . 000 | - 3856 | 1.412 | . 0367 | . 1477 | 1.55 | 0.00 | . 027 | 1.351 | LOW | $9 / 15$ | 1550 | 12.0 | 8 |
| . 000 | - 3849 | 1.446 | . 0279 | - 2162 | 1.40 | 0.00 | . 023 | - 10.577 | LOW | 9/16 | 0400 | 0.0 | 0 |
| . 094 | - 3853 | 1.325 | . 0402 | . 2493 | 1.25 | 0.00 | . 024 | - 12.941 | LOW | 9116 | 0400 | 1.5 | 1 |
| - . 076 | - 3858 | 1.400 | . 0594 | . 2456 | $1 \cdot 30$ | 0.00 | . 028 | - $\quad 9.322$ | LOW | $9 / 16$ | 0400 | 3.0 | 2 |
| - . 135 | - 3861 | 1.459 | . 0770 | . 1405 | $1 \cdot 30$ | 0.00 | . 028 | 7.006 | LOW | 9116 | 0400 | 4.5 | 3 |
| . 000 | - 3862 | 1.377 | . 0822 | . 0000 | 1.05 | 0.00 | . 026 | 7.383 | LOW | $9 / 16$ | 0400 | 6.0 | 4 |
| . 154 | - 3860 | 1.224 | . 0770 | . 0840 | 0.85 | 0.00 | . 024 | - 9.910 | LOW | $9 / 16$ | 0400 | 7.5 |  |
| . 064 | - 3854 | 1.083 | . 0682 | . 0981 | 0.80 | 0.00 | . 025 | - 13.750 | LOW | 9116 | 0400 | 9.0 | $l_{6}$ |
| . 066 | - 3848 | 0.963 | . 0594 | . 1122 | 0.80 | 0.00 | . 025 | - 18.644 | LOW | $9 / 16$ | 0400 | 10.5 | 7 |
| . 099 | - 3845 | 0.927 | . 0542 | . 1122 | 0.70 | 0.00 | . 023 | - 20.000 | LOW | $9 / 16$ | 0400 | 12.0 | 8 |
| - 000 | - 3847 | 1.313 | . 0192 | -1228 | $2 \cdot 75$ | 0.00 | . 019 | 1.176 | LOW | $9 / 16$ | 1606 | 0.0 | 0 |
| - . 104 | - 3847 | 1.294 | . 0175 | . 1370 | $2 \cdot 70$ | 0.00 | . 009 | 1.176 | LOW | 9/16 | 1606 | 1.5 | 1 |
| - . 091 | - 3847 | 1.371 | . 0192 | . 1477 | 1.45 | 0.00 | -. 004 | 0.901 | LOW | $9 / 16$ | 1606 | 3.0 | 2 |
| - . 155 | - 3847 | 1.722 | . 0577 | . 1691 | 0.75 | 0.12 | -. 008 | 0.420 | LOW | 9116 | 1606 | 4.5 | 3 |
| - 2.387 | - 3846 | 2.038 | - 1175 | - 1944 | 0.85 | 0.53 | -. 010 | 0.247 | LOW | 9116 | 1606 | 6.0 | 4 |
| -185 | - 3846 | 2.197 2.000 | . 1086 | - 2089 | 1.25 | 0.27 | -. 008 | 0.211 | LOW | $9 / 16$ | 1606 | $7 \cdot 5$ | 5 |
| -123 | - 3846 | 2.000 1.642 | . 0787 | - 2126 | 1.60 | 0.00 | -. 004 | 0.304 | LOW | $9 / 16$ | 1606 | 9.0 |  |
| . 000 | - 3848 | 1.445 | . .0279 | - 21235 | 1.60 1.45 | 0.00 0.00 | .010 | 0.602 0.962 | LOW | $9 / 16$ $9 / 16$ | 1606 | 10.5 12.0 | 7 |


| $\bar{H}_{b} / n \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{B}_{b} / \bar{D}$ | $\tan \overline{1}$ | $\tan \bar{\alpha}_{b}$ | $\bar{F}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{E} / \bar{H}_{b}{ }^{3}$ | Tide cycle ends on$\qquad$ vater | End of cycle |  | Lag in hours from end of cycle | Lag |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | - 3855 | 1.690 | . 0314 | . 0489 | 0.65 | 0.00 | .012 | 7.870 | LOW | 9117 | 0448 | 0.0 | 0 |
| - . 099 | - 3859 | 1.635 | . 0332 | . 0630 | 0.70 | 0.00 | . 013 | 7.870 | LOW | 9117 | 0448 | 1.5 | 1 |
| . 073 | - 3862 | 1.594 | . 0332 | . 0734 | 0.70 | 0.00 | . 015 | 8. 293 | LOW | 9117 | 0448 | 3.0 | 2 |
| - . 092 | . 3860 | 1.622 | . 0297 | .0805 | 0.70 | 0.00 | . 020 | 7.870 | LOW | 9117 | 0448 | 4.5 | 3 |
| - . 292 | - 3859 | 1.594 | . 0262 | . 0875 | 0.75 | 0.00 | . 022 | 8.293 | LOW | 9117 | 0448 | 6.0 | 4 |
| . 135 | - 3855 | 1.553 | . 0349 | . 0910 | 0.75 | 0.05 | . 016 | 9.189 | LOW | 9117 | 0448 | 7.5 | 5 |
| . 074 | - 3852 | 1.556 | . 0507 | . 0981 | 0.80 | 0.00 | . 012 | 10.828 | LOW | 9117 | 0448 | 9.0 | 6 |
| . 089 | - 3850 | 1.454 | . 0402 | . 1086 | 1.25 | 0.00 | . 013 | 14.407 | LOW | $9 / 17$ | 0448 | 10.5 | 7 |
| - 259 | -3847 | 1.313 | . 0262 | . 1192 | 2.25 | 0.00 | . 019 | 20.000 | LOW | $9 / 17$ | 0448 | 12.0 | 8 |
| . 000 | - 3881 | 1.532 | . 0717 | - 1763 | 0.65 | 0.40 | . 030 | 21.277 | HIGH | $8 / 24$ | 0224 | 0.0 | 0 |
| . 076 | - 3861 | 1.698 | - 0682 | - 1763 | 0.75 | 0.31 | . 015 | 21.277 | HIGH | $8 / 24$ | 0224 | 1.5 | 1 |
| . 053 | - 3855 | 1.683 | . 0647 | . 1512 | 1.00 | 0.00 | . 008 | 25.641 | HIGH | $8 / 24$ | 0224 | 3.0 | 2 |
| - 122 | - 3855 | 1.523 | . 0630 | . 0981 | 1.45 | 0.00 | . 018 | 37.037 | HIGH | $8 / 24$ | 0224 | 4.5 | 3 |
| . 000 | - 3857 | 1.273 | . 0630 | . 0699 | 1.75 | 0.00 | . 036 | 45.455 | HIGH | $8 / 24$ | 0224 | $6 \cdot 0$ | 4 |
| - . 049 | - 3862 | 1.031 | . 0717 | . 0875 | 1.70 | 0.00 | . 051 | 50.000 | HIGH | 8/24 | 0224 | $7 \cdot 5$ | 5 |
| - . 0633 | . 3865 | 0.903 | . 0875 | . 1086 | 1.25 | 0.00 | . 061 | 45.455 | HIGH | 8/24 | 0224 | 9.0 | 6 |
| - . 167 | - 3868 | 0.957 | - 1052 | - 1052 | 0.80 | 0.00 | . 068 | 27.778 | HIGH | $8 / 24$ | 0224 | 10.5 | 7 |
| - 3.621 | - 3868 | 1.217 | -1139 | . 0840 | 0.60 | 0.00 | . 065 | 13.514 | HIGH | $8 / 24$ | 0224 | 12.0 | 8 |
| . 000 | - 3868 | 1.757 | - 1299 | - 1052 | 1.40 | 0.13 | . 044 | 3.091 | HIGH | 8/24 | 1520 | 0.0 | 0 |
| . 229 | - 3874 | 1.507 | - 1122 | . 1016 | 1.30 | 0.02 | . 043 | - 5.121 | HIGH | 8/24 | 1520 | 1.5 | 1 |
| . 093 | . 3878 | 1.165 | . 0928 | . 0805 | 1.00 | 0.00 | . 038 | - 12.319 | HIGH | 8/24 | 1520 | 3.0 | 2 |
| . 087 | . 3882 | 0.890 | . 0664 | . 0542 | 0.80 | 0.00 | . 032 | - 31.481 | HIGH | 8/24 | 1520 | 4.5 | 3 |
| . 234 | - 3884 | 0.813 | . 0454 | . 0175 | 0.65 | 0.00 | . 028 | - 47.222 | HIGH | 8/24 | 1520 | 6.0 | 4 |
| . 000 | - 3884 | 0.847 | . 0367 | . 0140 | 0.60 | 0.00 | . 026 | - 47.222 | HIGH | 8,24 | 1520 | $7 \cdot 5$ | 5 |
| - . 117 | - 3882 | 0.966 | . 0437 | . 0770 | 0.60 | 0.00 | . 025 | - 38.636 | HIGH | $8 / 24$ | 1520 | 9.0 | 6 |
| - .119 | . 3882 | 1.185 | . 0577 | . 1228 | 0.55 | 0.02 | . 028 | - 25.758 | HIGH | $8 / 24$ | 1520 | 10.5 | 7 |
| .000 | - 3876 | 1.344 | . 0699 | - 1584 | 0.60 | 0.28 | . 030 | - 21.795 | HIGH | $8 / 24$ | 1520 | 12.0 | 8 |
| . 000 | - 3883 | 1.636 | . 0559 | . 0349 | 0.65 | 0.27 | . 023 | - 13.830 | HIGH | 8/25 | 0356 | 0.0 | 0 |
| . 251 | . 3877 | 1.897 | . 0577 | . 0314 | 0.75 | 0.09 | . 015 | - 7.647 | HIGH | 8/25 | 0356 | 1.5 | 1 |
| . 111 | - 3868 | 1.680 | . 0542 | . 0314 | 1.00 | 0.00 | . 019 | - 8.784 | HIGH | 8/25 | 0356 | 3.0 | 2 |
| - 142 | - 3860 | 1.222 | . 0454 | . 0349 | 1.15 | 0.00 | . 029 | - 18.056 | HIGH | 8/25 | 0356 | 4.5 | 3 |
| . 257 | - 3853 | 0.862 | . 0454 | . 0210 | 1.10 | 0.00 | . 030 | - 40.625 | HIGH | 8/25 | 0356 | 6.0 | 4 |
| - . 127 | - 3852 | 0.833 | . 0454 | . 0000 | 0.95 | 0.00 | . 035 | - 36.111 | HIGH | 8/25 | 0356 | $7 \cdot 5$ | 5 |
| - . 088 | - 3856 | 1.343 | . 0612 | . 0542 | 1.00 | 0.00 | . 039 | - 7.143 | HIGH | 8/25 | 0356 | 9.0 | 6 |
| - . 135 | . 3861 | 1.775 | - 0963 | . 0945 | 1.25 | 0.00 | . 042 | - 2.600 | HIGH | 8/25 | 0356 | 10.5 | 7 |
| - . 299 | . 3866 | 1.826 | . 1281 | . 1052 | 1.40 | 0.23 | . 044 | - 2.159 | HIGH | 8/25 | 0356 | $12 \cdot 0$ | 8 |
| . 000 | - 3892 | 1.754 | - 0630 | . 2419 | 1.75 | 0.33 | . 052 | - 7.027 | HIGH | $8 / 25$ | 1632 | 0.0 | 0 |
| . 267 | - 3889 | 1.871 | . 0612 | - 2419 | 1.75 | 0.00 | . 047 | - 6.667 | HIGH | 8/25 | 1632 | 1.5 | 1 |
| -147 | - 3878 | 1.891 | . 0559 | - 1980 | 1.55 | 0.00 | . 038 | - 9.220 | HIGH | 8/25 | 1632 | 3.0 | 2 |
| -123 | - 3868 | 2.043 | . 0507 | -1477 | 1.35 | 0.00 | . 032 | - 11.712 | HIGH | 8/25 | 1632 | $4 \cdot 5$ | 3 |
| . 231 | - 3861 | 2.047 | . 0437 | . 0875 | $1 \cdot 20$ | 0.00 | . 028 | - 15.294 | HIGH | 8/25 | 1632 | 6.0 | 4 |
| . 000 | - 3863 | 1.762 | . 0419 | - 0770 | 1.10 | 0.00 | .028 | - 25.490 | HIGH | 8/25 | 1632 | $7 \cdot 5$ | 5 |
| - .080 | - 3869 | 1.381 | . 0454 | . 0349 | 0.95 | 0.00 | . 028 | - 54.167 | HIGH | 8/25 | 1632 | 9.0 | 6 |
| - . 064 | - 3874 | 1.209 | . 0489 | . 0349 | 0.75 | 0.12 | . 027 | - 72.222 | HIGH | 8/25 | 1632 | $10 \cdot 5$ | 7 |
| - . 158 | - 3881 | 1.591 | . 0540 | . 0349 | 0.60 | 0.26 | . 025 | - 30.233 | HIGH | 8/25 | 1632 | 12.0 | 8 |
| . 000 | - 3872 | 1.134 | . 0472 | - 1228 | 0.65 | 0.19 | . 024 | - 34.091 | HIGH | 8/26 | 0502 | 0.0 | 0 |
| -151 | - 3871 | 1.455 | . 0542 | . 1370 | 0.50 | 0.00 | . 023 | - 22.727 | HIGH | 8/26 | 0502 | 1.5 | 1 |
| . 165 | - 3872 | 2.051 | . 0540 | -1405 | 0.75 | 0.00 | . 022 | - 13.536 | HIGH | 8/26 | 0502 | 3.0 | 2 |
| . 228 | - 3876 | 1.805 | . 0542 | -1441 | 0.90 | 0.00 | . 022 | - 11.719 | HIGH | 8/26 | 0502 | 4.5 | 3 |
| . 000 | - 3882 | 1.404 | . 0472 | - 1228 | 0.90 | 0.00 | . 023 | - 14.706 | HIGH | 8/26 | 0502 | 6.0 | 4 |
| - . 172 | - 3887 | 1.309 | . 0419 | -1052 | 0.85 | 0.00 | . 027 | - 20.833 | HIGH | 8/26 | 0502 | $7 \cdot 5$ | 5 |
| -. 078 | - 3889 | 1.452 | . 0454 | -1192 | 0.95 | 0.00 | . 034 | - 15.957 | HIGH | 8/26 | 0502 | 9.0 | 6 |
| - . 105 | -3891 | 1.692 | . 0542 | . 1691 | 1.30 | 0.00 | . 044 | - 8.242 | HIGH | 8/26 | 0502 | 10.5 | 7 |
| . 000 | . 3892 | 2.039 | . 0612 | . 2309 | 1.65 | 0.29 | . 050 | - 4.518 | HIGH | $8 / 26$ | 0502 | 12.0 | 8 |


| $\bar{H}_{b} / n \bar{T}_{b}$ | $0_{\ell} / \rho_{s}$ | $\bar{H}_{3} / \bar{D}$ | $\tan \bar{m}$ | $\tan \bar{\alpha}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ |  | End of cycle |  | Lag in hours from end of cycle | $\underset{\#}{\text { Lag }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | - 38 | 1.759 | . 0630 | . 1016 | 1.55 | 0.00 | - 04 | . 092 |  | 6 | 1800 | 0.0 | 0 |
| . 236 | - 3865 | 1.636 | . 0699 | . 1122 | 1.55 | 0.25 | . 045 | 7.519 | H | 8/26 | 1800 | 1.5 | 1 |
| - 119 | . 3868 | 1.263 | . 0630 | - 1263 | 1.55 | 0.00 | . 039 | 10.989 | HIGH | 8/26 | 1800 | 3.0 | 2 |
| -121 | - 3871 | 1.263 | . 0542 | - 1370 | 1.50 | 0.00 | . 030 | 21.277 | HIGH | 8/26 | 1800 | 4.5 | 3 |
| . 156 | - 3872 | 1.027 | . 0507 | . 1405 | 1.45 | 0.00 | . 028 | 37.037 | HIGH | 8/26 | 1800 | 6.0 |  |
| . 000 | - 3874 | 0.933 | . 0699 | - 1441 | 1.40 | 0.00 | . 032 | 45.454 | HIGH | 8/26 | 1800 | 7.5 |  |
| - . 085 | - 3873 | 1 | . 0489 | - 1477 | $1 \cdot 35$ | 0.00 | . 033 | 37.037 | HI | 8/26 | 1800 | 9.0 | 6 |
| . 133 | - 3873 | 1.176 | . 0437 | -1441 | $1 \cdot 15$ | 0.00 | . 030 | 30.303 | HIGH | $8 / 26$ | 1800 | 10.5 | 7 |
| -132 | - 3871 | 1.137 | . 0437 | . 1263 | 0.80 | 0.17 | . 025 | 41.667 | HIGH | $8 / 26$ | 1800 | $12 \cdot 0$ | 8 |
| . 000 | - 3867 | 1.429 | . 0893 | . 0664 | 1.00 | 0.37 | . 034 | - 19.767 | HIGH | $8 / 27$ | 0530 | 0.0 | 0 |
| - 552 | . 3367 | 1.306 | . 0875 | . 0910 | 1.05 | 0.11 | . 046 | - 25.758 | HIGH | $8 / 27$ | 0530 | 1.5 | 1 |
| . 038 | . 3863 | 0.936 | . 0699 | . 1122 | 1.05 | 0.00 | . 044 | - 77.273 | HIGH | $8 / 27$ | 0530 | 3.0 | 2 |
| - 115 | - 3860 | 0.721 | . 0559 | . 1405 | 0.75 | 0.00 | . 036 | -212.500 | HIGH | $8 / 27$ | 0530 | 4.5 |  |
| . 107 | - 3857 | 0.829 | . 0542 | . 1477 | 0.55 | 0.00 | . 038 | -141.667 | HIGH | $8 / 27$ | 0530 | 6.0 | 4 |
| - .137 | . 3858 | 1.166 | . 0472 | . 1299 | 0.80 | 0.00 | . 026 | - 47.222 | HIGH | $8 / 27$ | 0530 | 7.5 | 5 |
| .083 | - 3858 | 1.652 | . 0454 | . 1086 | 1.25 | 0.00 | . 027 | - 15.455 | HIGH | 8127 | 0530 | 9.0 | 6 |
| - . 136 | - 3861 | 1.983 | . 0540 | . 0981 | 1.50 | 0.00 | . 036 | 7.658 | HIGH | $8 / 27$ | 0530 | 10.5 | 7 |
| . 000 | - 3862 | 2.080 | . 0734 | . 1052 | 1.50 | 0.00 | . 044 | 6.028 | HIGH | $8 / 27$ | 0530 | 12.0 | 8 |
| . 000 | - 3864 | 1.375 | . 0963 | . 1691 | 0.85 | 0.40 | . 037 | 25.882 | HI | $8 / 27$ | 1820 | 0.0 | 0 |
| . 061 | - 3862 | 1.143 | . 0805 | . 1157 | 0.75 | 0.32 | . 030 | 46.809 | HIGH | $8 / 27$ | 1820 | 1.5 | 1 |
| .057 | - 3855 | 1.600 | . 0507 | . 0910 | 0.75 | 0.15 | . 019 | 25.882 | HIGH | $8 / 27$ | 1820 | 3.0 | 2 |
| - 100 | - 3846 | 2.422 | . 0454 | . 1052 | 0.95 | 0.00 | . 013 | 14.013 | HIGH | $8 / 27$ | 1820 | 4.5 | $3$ |
| . 705 | - 3840 | 2.895 | . 0437 | . 0981 | 1-25 | 0.00 | . 010 | 13.253 | HIGH | $8 / 27$ | 1820 | $6 \cdot 0$ | 4 |
| . 200 | - 3842 | 2.300 | - 0472 | . 0840 | $1 \cdot 35$ | 0.00 | . 018 | 22.680 | HIGH | $8 / 27$ | 1820 | 7.5 | 5 |
| .079 | - 3851 | 1.636 | . 0542 | . 0559 | 1.25 | 0.00 | . 030 | 46.809 | HIGH | $8 / 27$ | 1820 | 9.0 | 6 |
| - . 101 | - 3860 | 1.458 | . 0647 | . 0559 | 1.10 | 0.00 | . 032 | 51.163 | HIGH | $8 / 27$ | 1820 | 10.5 | 7 |
| - 1.483 | - 3867 | 1.429 | . 0805 | . 0559 | 1.00 | 0.35 | . 032 | 51.163 | HIGH | $8 / 27$ | 1820 | 12.0 | 8 |
| . 000 | - 3873 | 1.516 | - 0699 | . 1835 | 0.95 | 0.17 | . 043 | 6.081 | HIGH | 8/28 | 0630 | 0.0 | 0 |
| - 145 | . 3872 | 1.846 | . 0577 | -1908 | 1.00 | 0.34 | . 035 | 4.054 | HIGH | $8 / 28$ | 0630 | 5 | 1 |
| . 049 | . 3868 | 1.733 | . 0419 | . 1908 | 1.00 | 0.00 | . 027 | 7.627 | HIGH | $8 / 28$ | 0630 | 3.0 | 2 |
| . 045 | - 3865 | 1.100 | . 0367 | . 1620 | $1 \cdot 15$ | 0.00 | . 036 | 40.909 | HIGH | 8/28 | 0630 | 4.5 |  |
| . 000 | - 3862 | 0.737 | .0367 | -1584 | $1 \cdot 30$ | 0.00 | . 038 | 150.000 | HIGH | 8/28 | 0630 | 6.0 | 4 |
| - . 097 | - 3863 | 1.455 | . 0419 | . 1835 | 1.45 | 0.00 | . 038 | 13.636 | HIGH | 8/28 | 0630 | 7.5 | 5 |
| - . 065 | - 3862 | 1.746 | . 0540 | - 2089 | $1 \cdot 30$ | 0.00 | . 038 | 5.294 | HIGH | 8/28 | 0630 | 9.0 | 6 |
| - . 071 | - 3863 | 1.655 | . 0787 | - 2126 | $1 \cdot 10$ | 0.17 | . 038 | 4.054 | HIGH | 8/28 | 0630 | 10.5 | 7 |
| -. 137 | . 3864 | 1.344 | . 0963 | . 1727 | 0.85 | 0.40 | . 038 | 5.625 | HIGH | 8/28 | 0630 | 12.0 | 8 |
| . 000 | - 3872 | $2 \cdot 316$ | - 1122 | - 1122 | 0.70 | $0 \cdot 12$ | . 024 | 11.176 | HI GH | $8 / 28$ | 1902 | 0.0 | 0 |
| . 088 | - 3862 | 2.600 | . 0787 | . 1192 | 0.70 | 0.10 | . 020 | 6.738 | HIGH | 8/28 | 1902 | 1.5 | 1 |
| . 052 | . 3856 | 2.348 | . 0402 | - 1405 | 0.70 | 0.05 | . 019 | 6.051 | HIGH | $8 / 28$ | 1902 | 3.0 | 2 |
| . 050 | . 3852 | 2.043 | . 0419 | . 1691 | 0.65 | 0.00 | . 018 | 8.559 | HIGH | 8/28 | 1902 | 4.5 | 3 |
| . 167 | - 3852 | 1.644 | . 0437 | . 1835 | 0.55 | 0.00 | . 019 | 18.627 | HIGH | 8/28 | 1902 | 6.0 | 4 |
| - .089 | - 3854 | 1.167 | . 0489 | . 1799 | 0.45 | 0.00 | . 015 | 43.182 | HIGH | $8 / 28$ | 1902 | 7.5 | 5 |
| -036 | - 3861 | 0.941 | . 0559 | . 1763 | 0.55 | 0.00 | . 018 | 67.857 | HIGH | 8/28 | 1902 | 9.0 | 6 |
| - .045 | - 3868 | 1.018 | . 0647 | . 1799 | 0.80 | 0.00 | . 025 | 43.182 | HIGH | $8 / 28$ | 1902 | 10.5 | 7 |
| - . 542 | - 3874 | 1.036 | .0717 | . 1835 | 0.95 | 0.08 | . 040 | 39.583 | HIGH | $8 / 28$ | 1902 | 12.0 | 8 |
| . 000 | - 3891 | 1.182 | - 1175 | . 1727 | 1.00 | 0.00 | . 046 | 27.119 | HIGH | 8/29 | 0708 | 0.0 | 0 |
| . 044 | - 3889 | 1.129 | . 1175 | . 1548 | 0.85 | 0.06 | . 034 | 37.209 | HIGH | 8/29 | 0708 | 1.5 | , |
| . 063 | - 3888 | 1.263 | . 0840 | . 1405 | 0.70 | 0.08 | . 021 | 34.043 | HIGH | 8/29 | 0708 | 3.0 | 2 |
| . 084 | - 3887 | 1.714 | . 0454 | . 1299 | 0.70 | 0.02 | . 030 | 34.043 | HIGH | 8/29 | 0708 | 4.5 | 3 |
| . 000 | - 3885 | 1.889 | . 0314 | - 1263 | 0.80 | 0.00 | . 033 | 41.026 | HIGH | 8/29 | 0708 | 6.0 | 5 |
| - . 076 | - 3883 | 1.676 | . 0297 | - 1228 | 0.80 | 0.00 | . 037 | 53.333 | HIGH | 8/29 | 0708 | 7.5 | 5 |
| - $\quad .029$ | - 3881 | 1.514 | . 0384 | - 1192 | 0.75 | 0.00 | . 035 | 72.727 | HIGH | 8/29 | 0708 | 9.0 | 6 |
| - . 057 | - 3879 | 1.789 | . 0699 | . 1122 | 0.75 | 0.00 | . 030 | 41.026 | HIGH | 8/29 | 0708 | 10.5 | 7 |
| - . 391 | - 3874 | 2.205 | . 1016 | . 1122 | 0.75 | 0.11 | . 025 | 20.000 | HIGH | $8 / 29$ | 0708 | 12.0 | 8 |


| $\bar{H}_{b} / n \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\boldsymbol{\operatorname { t a n }}$ 픈 | $\tan \bar{\alpha}_{b}$ | $\bar{H}_{b} \sqrt{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ |  | End of cycle |  | $\begin{array}{\|l\|} \hline \text { Lag in } \\ \text { hours } \\ \text { from } \\ \text { end of } \\ \text { cycle } \\ \hline \end{array}$ | $\underset{\#}{\text { Lag }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | - 3842 | 0.847 | . 1013 | . 1763 | 0.45 | 0.31 | . 026 | 20.588 | HIGH | 8/29 | 2000 | 0.0 | 0 |
| - 111 | - 3839 | 0.898 | . 0699 | . 1763 | 0.50 | 0.00 | . 017 | - 19.091 | HIGH | $8 / 29$ | 2000 | 1.5 | 1 |
| . 054 | - 3834 | 1.080 | . 0332 | -1763 | 0.60 | 0.00 | . 013 | - 19.091 | HIGH | $8 / 29$ | 2000 | 3.0 | 2 |
| . 047 | - 382 | 1.385 | . 0227 | . 1835 | 0.65 | 0.00 | . 019 | - 22.340 | HIGH | $8 / 29$ | 2000 | 4.5 | 3 |
| - 127 | - 3825 | 1.800 | . 0297 | - 1944 | 0.60 | 0.00 | . 029 | - 22.340 | HIGH | 8/29 | 2000 | 6.0 | 4 |
| - . 400 | - 3833 | 2.154 | . 0472 | . 1944 | 0.60 | 0.00 | . 038 | - 14.189 | HIGH | $8 / 29$ | 2000 | 7.5 |  |
| . 055 | -3855 | 1.800 | . 0699 | -1908 | 0.65 | 0.00 | . 044 | - 11.538 | HIGH | $8 / 29$ | 2000 | 9.0 | 7 |
| .085 | - 3877 | 1.516 | . 0875 | - 1835 | 0.80 | 0.00 | . 048 | - 10.096 | HIGH | 8129 | 2000 | $10 \cdot 5$ | 7 |
| - 202 | - 3891 | 1.333 | . 0998 | . 1799 | 1.00 | 0.00 | . 045 | - 12.353 | 3 HIGH | $8 / 29$ | 2000 | 12.0 | 8 |
| . 000 | - 3864 | 2.036 | . 0472 | . 1871 | 0.95 | 0.28 | . 036 | 7.670 | HIGH | 8/30 | 0808 | 0.0 | 0 |
| . 093 | - 3863 | 1.849 | . 0419 | . 1908 | 0.90 | 0.00 | . 034 | 11.441 | HIGH | $8 / 30$ | 0808 | 1.5 | 1 |
| . 0632 | - 3857 | 1.702 | . 0349 | -1835 | 0.80 | 0.00 | . 026 | 21.094 | HI GH | $8 / 30$ | 0808 | 3.0 | 2 |
| . 057 | - 3855 | 1.546 | . 0332 | . 1835 | 0.80 | 0.00 | . 028 | 40.909 | HIGH | $8 / 30$ | 0808 | 4.5 | 3 |
| - 306 | - 3852 | 1.171 | . 0419 | . 1908 | 0.80 | 0.00 | . 031 | 96.429 | HIGH | $8 / 30$ | 0808 | 6.0 | 4 |
| - . 038 | - 3850 | 0.898 | . 0349 | . 1908 | 0.85 | 0.00 | . 035 | 122.727 | HIGH | 8/30 | 0808 | 7.5 | 5 |
| . 038 | - 3848 | 0.862 | . 0542 | -1944 | 0.80 | 0.00 | . 036 | 61.364 | HIGH | 8/30 | 0808 | 9.0 | 6 |
| - . 062 | - 3844 | 0.840 | . 0875 | - 1944 | 0.65 | 0.00 | . 033 | 34.615 | HIGH | $8 / 30$ | 0808 | 10.5 | 7 |
| . 411 | - 3842 | 0.871 | . 1033 | -1763 | 0.45 | 0.30 | . 028 | 26.471 | HIGH | 8/30 | 0808 | 12.0 | 8 |
| . 000 | - 3838 | $1 \cdot 200$ | . 1033 | - 2126 | 0.70 | 0.58 | . 041 | - 9.341 | HIGH | 8/30 | 2000 | 0.0 | 0 |
| . 065 | - 3847 | 1. 278 | . 0699 | - 1944 | 0.70 | 0.23 | . 034 | - 8.763 | HIGH | 8/30 | 2000 | 1.5 | 1 |
| . 071 | - 3259 | 1.333 | . 0367 | . 1656 | 0.70 | 0.00 | . 025 | - 11.486 | HIGH | $8 / 30$ | 2000 | 3.0 | 2 |
| -059 | - 3868 | 1.228 | . 0419 | -1405 | 0.70 | 0.00 | . 020 | - 19.767 | HIGH | $8 / 30$ | 2000 | 4.5 | 3 |
| . 130 | - 3874 | $1 \cdot 111$ | . 0367 | . 1228 | 0.75 | 0.00 | . 027 | - 31.481 | HIGH | $8 / 30$ | 2000 | 6.0 | 4 |
| - . 040 | - 3874 | 1.127 | . 0332 | . 1157 | 0.80 | 0.00 | . 024 | - 28.333 | HIGH | 8/30 | 2000 | 7.5 | 5 |
| - . 062 | - 3870 | 1.600 | . 0349 | -1370 | 0.85 | 0.00 | . 026 | - 10.000 | HIGH | $8 / 30$ | 2000 | 9.0 | 6 |
| - . 113 | - 3867 | 2.036 | . 0437 | . 1620 | 0.90 | 0.04 | . 031 | 4.830 | HIGH | $8 / 30$ | 2000 | 10.5 | 7 |
| - . 651 | - 3864 | 2.036 | . 0472 | -1871 | 0.95 | 0.16 | . 036 | 4.830 | HIGH | 8/30 | 2000 | $12 \cdot 0$ | 8 |
| . 000 | - 3851 | 1.851 | . 0717 | . 2530 | 1.90 | 0.04 | . 052 | 12.605 | HIGH | 8/31 | 0900 | 0.0 | 0 |
| -109 | - 3850 | 1.873 | . 0664 | - 3057 | 1.90 | 0.00 | . 040 | 14.634 | HIGH | 8/31 | 0900 | 1.5 | 1 |
| . 091 | - 3848 | 1.733 | . 0594 | - 3172 | 1.85 | 0.00 | . 030 | 27.027 | HIGH | $8 / 31$ | 0900 | 3.0 | 2 |
| . 045 | - 3845 | 1.333 | . 0542 | - 2943 | 1.55 | 0.00 | . 026 | 90.909 | HIGH | $8 / 31$ | 0900 | 4.5 | 3 |
| -105 | - 3840 | 1.111 | . 0437 | . 2493 | 1.30 | 0.00 | . 038 | 187.500 | HIGH | $8 / 31$ | 0900 | 6.0 |  |
| - . 046 | - 3835 | 1.020 | . 0384 | - 1835 | 0.85 | 0.00 | . 039 | 166.667 | HIGH | 8/31 | 0900 | 7.5 | 5 |
| - . 036 | - 3832 | 0.984 | - 0437 | . 1584 | 0.75 | 0.00 | . 038 | 111.111 | HIGH | 8/31 | 0900 | 9.0 | 6 |
| -. 047 | - 3834 | 0.986 | . 0717 | . 1799 | 0.70 | 0.05 | . 042 | 76.923 | HIGH | $8 / 31$ | 0900 | 10.5 | 7 |
| - . 166 | - 3837 | 1.129 | . 0928 | . 2053 | 0.70 | 0.56 | . 042 | 40.541 | HIGH | 8/31 | 0900 | $12 \cdot 0$ | 8 |
| . 000 | - 3895 | 1.279 | . 0857 | . 2642 | 0.60 | 0.54 | . 042 | - 48.305 | HIGH | 8/31 | 2100 | 0.0 | 0 |
| . 086 | - 3896 | 1.127 | . 0770 | - 2717 | 0.65 | 0.23 | . 042 | - 95.000 | HIGH | 8/31 | 2100 | 1.5 | 1 |
| . 030 | - 3812 | 1.000 | . 0647 | - 2680 | 0.65 | 0.00 | . 042 | -158.333 | HIGH | 8/31 | 2100 | 3.0 | 2 |
| . 050 | - 3837 | 1.160 | . 0594 | - 2493 | 0.65 | 0.00 | . 040 | -118.750 | HIGH | $8 / 31$ | 2100 | 4.5 | 3 |
| -192 | - 3855 | 1.551 | . 0577 | - 2089 | 0.70 | 0.00 | . 037 | - 51.818 | HIGH | 8/31 | 2100 | 6.0 | 4 |
| - . 111 | - 3862 | 1.985 | . 0699 | - 1727 | 0.90 | 0.00 | . 042 | - 20.213 | HIGH | $8 / 31$ | 2100 | 7.5 | 5 |
| - . 075 | - 3860 | 2. 105 | . 0770 | - 1584 | $1 \cdot 20$ | 0.00 | .052 | - 13.194 | HIGH | 8/31 | 2100 | 9.0 | 6 |
| - . 085 | -3855 | 1.938 | . 0805 | -1835 | $1 \cdot 75$ | 0.00 | .058 | - 11.975 | HIGH | $8 / 31$ | 2100 | 10.5 | 7 |
| - 1.409 | - 3851 | 1.851 | . 0717 | . 2530 | 1.90 | 0.05 | . 054 | - 11.975 | HIGH | $8 / 31$ | 2100 | $12 \cdot 0$ | 8 |
| . 000 | - 3820 | 2.169 | . 0822 | - 1656 | $1 \cdot 10$ | 0.34 | . 020 | - 19.466 | HIGH | 9/01 | 0936 | 0.0 | 0 |
| - 175 | - 3822 | 2.033 | . 0857 | - 1799 | 0.85 | 0.92 | . 019 | - 21.429 | HIGH | $9 / 01$ | 0936 | 1.5 | 1 |
| - 106 | - 3829 | 1.600 | . 0752 | - 1370 | 1.00 | 0.06 | . 024 | - 36.170 | HIGH | 9/01 | 0936 | 3.0 | 2 |
| -104 | - 3838 | $1 \cdot 111$ | . 0612 | . 0875 | 1.40 | 0.00 | . 034 | - 79.688 | HIGH | 9101 | 0936 | 4.5 | 2 |
| . 213 | - 3841 | 0.883 | . 0542 | . 0770 | $1 \cdot 50$ | 0.00 | . 041 | -130.769 | HIGH | 9/01 | 0936 | 6.0 | 4 |
| - . 493 | - 3833 | 0.853 | . 0559 | - 1016 | 1. 15 | 0.00 | . 042 | -141.667 | HIGH | 9/01 | 0936 | 7.5 | 5 |
| - . 061 | - 3816 | 0.960 | . 0664 | - 1548 | 0.80 | 0.00 | . 042 | -108.511 | HIGH | $9 / 01$ | 0936 | 9.0 | 6 |
| - . 071 | - 3803 | 1.127 | . 0770 | . 2126 | 0.65 | 0.08 | . 042 | - 79.688 | HIGH | $9 / 01$ | 0936 | 10.5 | 7 |
| - . 230 | - 3794 | 1. 262 | . 0857 | . 2568 | 0.60 | 0.52 | . 042 | - 79.688 | HIGH | 9/01 | 0936 | 12.0 | 8 |


| $\bar{H}_{b} / \pi \bar{T}_{b}$ | $\mathrm{P}_{\ell} / \rho_{8}$ | $\bar{H}_{b} / \bar{D}$ | $\tan \overline{\mathrm{m}}$ | $\tan \bar{\alpha}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ |  | End of cycle |  | Lag in hours from end of cycle | Lag |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| 00 | - 3 | 62 | . 0612 | . 0000 | 1.05 | 0.56 | . 040 | - 10.828 |  | $9 / 01$ | 2200 | 0.0 | 0 |
| -1 | - 3815 | 1.662 | . 0559 | . 0000 | 0.80 | 0.46 | . 036 | - 10.828 | H | $9 / 01$ | 2200 | 1.5 |  |
| . 085 | - 3823 | 1.538 | . 0454 | . 0070 | 0.70 | 0.00 | . 033 | - 13.600 | HIGH | $9 / 01$ | 2200 | 3.0 | 2 |
| . 066 | . 3830 | 1.354 | . 0402 | . 0279 | 0.60 | 0.00 | .031 | - 20.000 | HIGH | $9 / 01$ | 2200 | 4.5 | 3 |
| . 227 | . 3836 | 1.273 | . 0384 | . 0542 | 0.65 | 0.00 | . 033 | - 22.973 | HIGH | $9 / 01$ | 2200 | 6.0 | 4 |
| -116 | - 3836 | 1.314 | - 0419 | . 0734 | 0.80 | 0.00 | . 038 | - 21.250 | HIGH | $9 / 01$ | 2200 | $7 \cdot 5$ | 5 |
| -121 | - 3831 | 1.469 | . 0472 | . 0981 | 1.05 | 0.00 | . 043 | - 16.346 | HIGH | $9 / 01$ | 2200 | 9.0 | 6 |
| . 169 | - 3824 | 1.770 | . 0612 | . 1192 | 1.25 | 0.00 | . 032 | - 10.828 | HIGH | $9 / 01$ | 2200 | 10.5 | 7 |
| - . 897 | . 3820 | 2.068 | . 0787 | . 1584 | 1.20 | 0.25 | . 022 | - 7.489 | HIGH | 9/01 | 2200 | 12.0 | 8 |
| . 000 | . 3836 | 1.903 | . 0752 | . 0314 | 1.20 | 0.00 | . 048 | 1.955 | HIGH | $9 / 02$ | 0930 | 0.0 | 0 |
| . 133 | . 3833 | 1.784 | . 0542 | . 0244 | 1.25 | 0.00 | . 036 | 2.439 | HIGH | $9 / 02$ | 0930 | 1.5 | 1 |
| . 116 | - 3832 | 1.662 | . 0507 | . 0140 | 1.30 | 0.00 | . 035 | 3.084 | HIGH | 9102 | 0930 | 3.0 | 2 |
| -197 | - 3828 | 1.583 | . 0332 | . 0000 | 1.30 | 0.00 | . 036 | 3.784 | HIGH | 9102 | 0930 | 4.5 | 3 |
| . 000 | - 3823 | 1.521 | . 0279 | . 0000 | 1.30 | 0.00 | . 036 | 4.459 | HIGH | $9 / 02$ | 0930 | 6.0 | 4 |
| - . 138 | . 3816 | 1.486 | . 0314 | . 0000 | 1.30 | 0.00 | . 036 | 4.965 | HIGH | 9102 | 0930 | 7.5 | 5 |
| . 125 | . 3816 | 1.529 | . 0367 | . 0000 | 1.25 | 0.00 | . 039 | 4.965 | HIGH | $9 / 02$ | 0930 | 9.0 | 6 |
| -158 | . 3810 | 1.582 | . 0540 | . 0000 | 1. 20 | 0.00 | . 040 | 4.698 | HIGH | 9102 | 0930 | 10.5 | 7 |
| - . 740 | - 3808 | 1.636 | . 0612 | . 0000 | 1.05 | 0.53 | . 040 | 4.459 | HIGH | $9 / 02$ | 0930 | $12 \cdot 0$ | 8 |
| . 000 | - 3846 | 1.351 | . 0367 | . 0000 | 1.00 | 0.13 | . 030 | 4.800 | HIGH | 9102 | 2202 | 0.0 | 0 |
| . 105 | - 3846 | 1.227 | . 0559 | . 0000 | 0.80 | 0.00 | .030 | 6.186 | HIGH | 9102 | 2202 | 1.5 | 1 |
| . 100 | - 3842 | 1.120 | . 0577 | . 0140 | 0.75 | 0.00 | . 032 | 8.108 | HIGH | 9102 | 2202 | 3.0 | 2 |
| . 089 | - 3836 | 1.093 | . 0472 | . 0244 | 0.85 | 0.00 | . 034 | 8.696 | HIGH | 9102 | 2202 | 4.5 | 3 |
| . 000 | . 3834 | 1.120 | . 0349 | . 0349 | 0.90 | 0.00 | . 034 | 8.108 | HIGH | $9 / 02$ | 2202 | 6.0 | 4 |
| - . 152 | - 3835 | 1.237 | . 0314 | . 0384 | 1.00 | 0.00 | . 036 | 5.769 | HIGH | 9/02 | 2202 | 7.5 | 5 |
| . 100 | - 3837 | 1.447 | . 0384 | . 0384 | 1.00 | 0.00 | . 037 | 3.614 | HIGH | $9 / 02$ | 2202 | 9.0 | 6 |
| - . 152 | - 3837 | 1.684 | . 0612 | . 0349 | 1.05 | 0.00 | . 042 | 2.290 | HIGH | 9102 | 2202 | 10.5 | 7 |
| - . 946 | . 3837 | 1.867 | . 0770 | . 0349 | $1 \cdot 15$ | 0.00 | . 048 | 1.749 | HIGH | 9102 | 2202 | 12.0 | 8 |
| . 000 | - 3806 | 1.418 | . 0664 | . 0279 | 1.25 | 0.34 | . 030 | 1.136 | HIGH | $9 / 03$ | 1015 | 0.0 | 0 |
| . 171 | - 3814 | 1.568 | . 0559 | . 0244 | 1.00 | 0.00 | . 030 | 1.026 | HIGH | $9 / 03$ | 1015 | 1.5 | 1 |
| . 098 | - 3827 | 1.739 | . 0437 | . 0175 | 0.90 | 0.00 | . 030 | 0.926 | HIGH | $9 / 03$ | 1015 | 3.0 | 2 |
| . 110 | . 3840 | 1.858 | . 0367 | . 0105 | 0.90 | 0.00 | . 026 | 0.926 | HIGH | $9 / 03$ | 1015 | 4.5 | 3 |
| - 231 | - 3846 | 1.934 | . 0349 | . 0000 | 1.05 | 0.00 | . 028 | 0.976 | HIGH | $9 / 03$ | 1015 | 6.0 | 4 |
| - . 405 | - 3848 | 1.935 | . 0384 | . 0000 | $1 \cdot 25$ | 0.00 | . 033 | 0.926 | HIGH | $9 / 03$ | 1015 | $7 \cdot 5$ | 5 |
| - . 107 | - 3849 | 1.846 | . 0419 | . 0000 | 1.35 | 0.00 | . 036 | 0.926 | HIGH | $9 / 03$ | 1015 | 9.0 | 6 |
| - . 094 | - 3848 | 1.643 | . 0437 | . 0000 | $1 \cdot 25$ | 0.00 | . 034 | 1.081 | HIGH | 9103 | 1015 | 10.5 | 7 |
| - . 559 | . 3847 | 1.397 | . 0454 | . 0000 | 1.05 | 0.13 | .030 | 1.504 | HIGH | $9 / 03$ | 1015 | 12.0 | 8 |
| . 000 | - 3826 | 1. 214 | . 0682 | . 0000 | 0.90 | 0.12 | . 022 | 3.759 | HIGH | 9/03 | 2232 | 0.0 | 0 |
| -104 | - 3826 | 1.095 | . 0559 | . 0000 | 0.70 | 0.00 | . 022 | - 5.155 | HIGH | $9 / 03$ | 2232 | 1.5 | 1 |
| -103 | - 3825 | 0.959 | . 0402 | . 0000 | 0.60 | 0.00 | . 022 | 7.813 | HIGH | $9 / 03$ | 2232 | 3.0 | 2 |
| -109 | - 3826 | 0.867 | . 0367 | . 0000 | 0.60 | 0.00 | . 022 | - 10.638 | HIGH | 9103 | 2232 | 4.5 | 3 |
| - . 706 | - 3824 | 0.867 | . 0367 | . 0000 | 0.75 | 0.00 | . 023 | - 10.638 | HIGH | 9/03 | 2232 | 6.0 | 4 |
| - . 190 | - 3820 | 0.922 | . 0454 | . 0140 | 0.95 | 0.00 | . 032 | 9.091 | HIGH | 9103 | 2232 | 7.5 |  |
| - 1113 | - 3814 | 1.098 | - 0540 | . 0210 | 1.20 | 0.00 | . 043 | 5.495 | HIGH | 9/03 | 2232 | 9.0 | 6 |
| - . 097 | . 3809 | 1.309 | . 0682 | . 0279 | 1.40 | 0.00 | . 045 | 3.356 | HIGH | 9103 | 2232 | 10.5 | 7 |
| -. 671 | . 3807 | 1.392 | . 0682 | . 0279 | 1.30 | 0.34 | . 030 | 3.012 | HIGH | $9 / 03$ | 2232 | 12.0 | 8 |
| . 000 | - 3834 | 1.130 | . 0893 | . 0210 | 1.00 | 1.14 | . 044 | 0.000 | HIGH | 9104 | 1102 | 0.0 | - |
| . 063 | . 3833 | 0.925 | . 0893 | . 0140 | 0.80 | 0.95 | . 032 | 0.000 | HIGH | 9/04 | 1102 | 1.5 | 1 |
| . 048 | - 3832 | 0.738 | . 0770 | . 0105 | 0.65 | 0.10 | . 024 | 0.000 | HIGH | 9104 | 1102 | 3.0 | 2 |
| . 063 | . 3830 | 0.698 | . 0594 | . 0035 | 0.55 | 0.00 | . 025 | 0.000 | HIGH | 9104 | 1102 | 4.5 | 3 |
| - 1.359 | - 3828 | 0.801 | . 0437 | . 0000 | 0.65 | 0.00 | . 024 | 0.000 | HIGH | 9104 | 1102 | 6.0 | 4 |
| - .117 | - 3826 | 1.077 | . 0367 | . 0000 | 0.75 | 0.00 | . 023 | 0.000 | HIGH | 9/04 | 1102 | $7 \cdot 5$ | 5 |
| - .094 | - 3825 | 1.296 | . 0367 | . 0000 | 0.95 | 0.00 | . 022 | 0.000 | HIGH | 9/04 | 1102 | 9.0 | 6 |
| $-\quad .130$ $-\quad .642$ | - 3826 - 3826 | 1.262 $1 \cdot 238$ | .0489 <br> . 0664 | $\begin{array}{r} .0000 \\ .0000 \end{array}$ | $\begin{aligned} & 1.05 \\ & 0.95 \end{aligned}$ | $\begin{aligned} & 0.06 \\ & 0.12 \end{aligned}$ | $\begin{array}{r} .022 \\ .022 \end{array}$ | $\begin{aligned} & 0.000 \\ & 0.000 \end{aligned}$ | $\begin{aligned} & \mathrm{HIGH} \\ & \mathrm{HIGH} \end{aligned}$ | $\begin{aligned} & 9 / 04 \\ & 9 / 04 \end{aligned}$ | $\begin{aligned} & 1102 \\ & 1102 \end{aligned}$ | $\left\lvert\, \begin{aligned} & 10 \cdot 5 \\ & 12 \cdot 0 \end{aligned}\right.$ | 7 8 |


| $\bar{H}_{b} / n \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan \bar{m}$ | $\tan \bar{\alpha}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ | Tide cycle ends on $\qquad$ water | End <br> cyc <br> Date | of e | Lag in hours from end of cycle | Lag |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 000 | . 385 | 1.695 | . 0542 | .0384 | 0.80 | 0.06 | . 032 | 0.000 | HIGH | $9 / 04$ | 2308 | 0.0 | 0 |
| - 141 | - 3848 | 1.667 | . 0472 | . 0070 | 0.90 | 0.15 | . 026 | 0.000 | HIGH | 9104 | 2308 | 1.5 | 1 |
| - 112 | - 3846 | 1.311 | . 0419 | . 0000 | 0.95 | 0.03 | . 023 | 0.000 | HIGH | 9104 | 2308 | 3.0 | 2 |
| . 093 | - 3843 | 0.871 | . 0367 | . 0000 | 0.80 | 0.00 | . 023 | 0.000 | HI GH | 9104 | 2308 | 4.5 | 3 |
| - 1.202 | - 3840 | 0.794 | . 0332 | . 0035 | 0.65 | 0.00 | . 022 | 0.000 | HIGH | $9 / 04$ | 2308 | 6.0 | 4 |
| - .117 | - 3833 | 1.231 | . 0297 | . 0140 | 0.80 | 0.00 | . 022 | 0.000 | HIGH | $9 / 04$ | 2308 | 7.5 | 5 |
| - . 111 | - 3833 | 1.433 | . 0437 | . 0175 | 1.10 | 0.00 | . 025 | 0.000 | HI GH | 9104 | 2308 | 9.0 | 6 |
| - . 133 | - 3835 | 1.404 | .0717 | . 0210 | 1.20 | 0.63 | . 037 | 0.000 | HIGH | $9 / 64$ | 2308 | 10.5 | 7 |
| - 2.500 | - 3834 | 1.159 | . 0893 | . 0210 | 1.05 | 1.14 | . 044 | 0.000 | HIGH | $9 / 04$ | 2308 | 12.0 | 8 |
| . 000 | - 3837 | 1.108 | . 0682 | . 0981 | 0.95 | 0.06 | . 030 | 15.942 | HIGH | 9105 | 1112 | 0.0 | 0 |
| . 082 | - 3836 | 1.210 | . 0594 | . 0910 | 1.00 | 0.00 | . 028 | 14.865 | HI GH | 9105 | 1112 | 1.5 | 1 |
| . 067 | - 3830 | 1.199 | . 0454 | . 0840 | 1.05 | 0.00 | . 026 | 20.000 | HIGH | $9 / 05$ | 1112 | 3.0 | 2 |
| . 145 | - 3826 | 1.085 | . 0367 | . 0770 | 0.85 | 0.00 | . 020 | 33.333 | HIGH | $9 / 05$ | 1112 | 4.5 | 3 |
| - 1.020 | - 3825 | 0.929 | . 0349 | . 0770 | 0.60 | 0.00 | . 017 | 61.111 | HIGH | 9105 | 1112 | $6 \cdot 0$ | 4 |
| - . 164 | - 3826 | 1.011 | . 0349 | . 0699 | 0.45 | 0.00 | . 020 | 50.000 | HIGH | $9 / 05$ | 1112 | $7 \cdot 5$ | 5 |
| - . 066 | - 3835 | 1. 263 | . 0402 | . 0699 | 0.55 | 0.00 | . 028 | 23.404 | HIGH | $9 / 05$ | 1112 | 9.0 | 6 |
| - . 125 | - 3843 | 1.568 | . 0577 | . 0594 | 0.65 | 0.00 | . 033 | 12.088 | HIGH | $9 / 05$ | 1112 | 10.5 | 7 |
| - 1.493 | - 3849 | 1.724 | . 0542 | . 0454 | 0.80 | 0.08 | . 034 | 8.800 | HIGH | $9 / 05$ | 1112 | 12.0 | 8 |
| . 000 | . 3836 | 1.932 | . 0594 | . 0559 | 1.25 | 0.29 | . 042 | 5.946 | HIGH | 9/05 | 2300 | 0.0 | 0 |
| . 092 | - 3835 | 1.661 | . 0559 | . 0559 | 1.00 | 0.02 | . 039 | 9.322 | HIGH | 9/05 | 2300 | 1.5 | 1 |
| . 192 | - 3834 | 1.433 | . 0507 | . 0559 | 0.75 | 0.00 | . 032 | 13.750 | HIGH | $9 / 05$ | 2300 | 3.0 | 2 |
| - 782 | - 3834 | 1.401 | . 0454 | . 0594 | 0.70 | 0.00 | . 020 | 13.750 | HIGH | $9 / 05$ | 2300 | 4.5 | 3 |
| - .689 | - 3835 | 1.333 | . 0472 | . 0630 | 0.75 | 0.00 | . 017 | 14.865 | HIGH | $9 / 05$ | 2300 | 6.0 | 4 |
| - . 100 | - 3836 | 1.273 | . 0507 | . 0770 | 0.85 | 0.00 | . 028 | 14.865 | HIGH | 9105 | 2300 | 7.5 | 5 |
| - . 076 | - 3837 | 1.127 | . 0594 | . 0910 | $0 \cdot 90$ | 0.00 | . 030 | 17.188 | HIGH | 9/05 | 2300 | 9.0 | 6 |
| - . 256 | - 3838 | 1.081 | . 0664 | . 1052 | 0.90 | 0.00 | . 030 | 17.188 | HIGH | 9/05 | 2300 | 10.5 | 7 |
| - 1.105 | - 3838 | 1.135 | . 0682 | . 0981 | 0.95 | 0.06 | . 030 | 14.865 | HIGH | $9 / 05$ | 2300 | 12.0 | 8 |
| . 000 | -3810 | 1.258 | . 0840 | . 1299 | 0.50 | 0.98 | . 000 | 5.085 | HIGH | 9/06 | 1212 | 0.0 | 0 |
| . 232 | - 3811 | 1.206 | . 0805 | . 1122 | 0.65 | 0.85 | . 002 | 5.455 | HIGH | 9/06 | 1212 | 1.5 | 1 |
| . 097 | - 3818 | 1.175 | -0770 | . 1052 | 1.05 | 0.62 | . 019 | 5.882 | HIGH | 9/06 | 1212 | 3.0 | 2 |
| . 059 | -3827 | 1.000 | . 0664 | . 0981 | $1 \cdot 25$ | 0.44 | . 033 | 9.091 | HI GH | 9/06 | 1212 | 4.5 | 3 |
| - 446 | - 3836 | 0.892 | . 0540 | . 0981 | $1 \cdot 10$ | 0.16 | . 031 | 12.500 | HIGH | 9/06 | 1212 | 6.0 | 4 |
| - .172 | - 3839 | 0.848 | . 0489 | . 0981 | 0.95 | 0.00 | . 032 | 13.636 | HIGH | $9 / 06$ | 1212 | 7.5 | 5 |
| - .088 | - 3840 | 1.138 | -0454 | . 0770 | 0.95 | 0.00 | . 039 | 5.882 | HIGH | 9106 | 1212 | 9.0 | 7 |
| - .091 | - 3838 | 1.667 | - 0489 | . 0559 | 1-15 | 0.00 | . 042 | $2 \cdot 128$ | HIGH | 9/06 | 1212 | $10 \cdot 5$ | 7 |
| - . 313 | - 3836 | 2.000 | . 0540 | . 0542 | 1.35 | 0.23 | . 042 | 1.389 | HIGH | $9 / 06$ | 1212 | 12.0 |  |
| . 000 | - 3875 | 1.238 | . 0437 | -1584 | 0.85 | 0.25 | . 029 | 2.542 | HIGH | 9107 | 0005 | 0.0 | 0 |
| . 170 | - 3876 | 1.267 | . 0472 | . 1477 | 0.80 | 0.04 | . 030 | 2.727 | HIGH | 9107 | 0005 | 1.5 | 1 |
| - 148 | - 3876 | 1.286 | . 0507 | - 1228 | 0.80 | 0.00 | . 029 | 3.191 | HIGH | 9107 | 0005 | 3.0 | 2 |
| - 576 | - 3876 | 1.360 | . 0540 | . 0910 | 1.00 | 0.12 | . 032 | 3.846 | HIGH | $9 / 07$ | 0005 | 4.5 | 3 |
| - . 343 | - 3875 | 1.435 | . 0612 | . 0630 | $1 \cdot 15$ | 0.18 | . 044 | 3.846 | HIGH | 9107 | 0005 | 6.0 | 4 |
| - . 126 | - 3862 | 1.412 | . 0752 | . 0559 | 1.25 | 0.31 | . 051 | 3.191 | HIGH | $9 / 07$ | 0005 | $7 \cdot 5$ | 5 |
| - .074 | - 3842 | 1.357 | . 0805 | . 0875 | 1.15 | 0.53 | . 041 | 2.727 | HIGH | 9/07 | 0005 | 9.0 | 6 |
| - . 123 | - 3821 | 1.300 | .0787 | . 1299 | 0.75 | 0.82 | . 012 | 2.542 | HIGH | $9 / 07$ | 0005 | $10 \cdot 5$ | 7 |
| - .951 | -3811 | 1.258 | . 0840 | . 1334 | 0.50 | 0.98 | . 000 | 2.542 | HIGH | 9107 | 0005 | 12.0 | 8 |
| . 000 | - 3868 | 2.032 | . 0559 | . 1980 | 1.40 | 0.00 | . 039 | - 4.198 | HIGH | 9107 | 1242 | 0.0 | 0 |
| - 220 | - 3870 | 1.731 | . 0559 | - 1620 | 1.35 | 0.00 | . 038 | - 7.006 | HIGH | 9107 | 1242 | 1.5 |  |
| . 083 | - 3873 | 1.311 | . 0542 | - 1016 | 1.00 | 0.00 | . 035 | - 17.188 | HIGH | 9107 | 1242 | 3.0 | 2 |
| . 077 | - 3874 | 1.017 | . 0472 | . 0210 | 0.70 | 0.00 | . 031 | - 40.741 | HIGH | 9107 | 1242 | 4.5 | 3 |
| - 1.474 | - 3874 | 0.967 | . 0367 | .0035 | 0.65 | 0.00 | . 033 | - 50.000 | HIGH | 9107 | 1242 | 6.0 | 4 |
| - . 217 | - 3874 | 1.111 | . 0367 | . 0384 | 0.75 | 0.00 | . 027 | - 30.556 | HIGH | 9107 | 1242 | $7 \cdot 5$ |  |
| - . 120 | . 3875 | 1.233 | . 0384 | . 0875 | 0.80 | 0.00 | . 020 | - 21.569 | HIGH | $9 / 07$ | 1242 | 9.0 | 6 |
| - .122 | - 3875 | 1.226 | . 0419 | . 1370 | 0.85 | 0.01 | . 026 | - 20.000 | HIGH | $9 / 07$ | 1242 | $10 \cdot 5$ | 7 |
| -. 557 | . 3875 | 1.238 | .0437 | . 1548 | 0.85 | 0.08 | . 029 | - 18.644 | HIGH | $9 / 07$ | 1242 | 12.0 | 8 |


| $\bar{H}_{b} / \eta \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{n}$ | $\tan \overline{\mathrm{m}}$ | $\tan \bar{a}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ | Tide cycle ends on$\qquad$ water | End of cycle |  | Lag in hours from end of cycle | $\underset{\\|}{\text { Lag }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | - 38 | 1.206 | . 0612 | . 0035 | 0.75 | 0.00 | . 032 | 4.545 | HIGH | 9/08 | 112 | 0. | 0 |
| - 33 | - 3871 | 1.161 | . 0542 | . 0210 | 0.75 | 0.07 | . 034 | 5.319 | HIGH | $9 / 08$ | 0112 | 1.5 | 1 |
| -1 | - 3871 | 1.079 | - 0402 | . 0770 | 0.90 | 0.00 | . 034 | 6.410 | HIGH | 9108 | 0112 | 3.0 | 2 |
| - 148 | . 3873 | 1.016 | . 0332 | . 0875 | $1 \cdot 15$ | 0.00 | . 034 | 7.576 | HIGH | 9108 | 0112 | 4.5 | 3 |
| . 486 | - 3872 | 1.063 | . 0332 | . 0630 | 1.40 | 0.00 | . 034 | 6.410 | HIGH | 9108 | 0112 | 6.0 | 4 |
| - .147 | - 3871 | 1.292 | . 0367 | . 0175 | 1.50 | 0.00 | . 034 | 3.378 | HIGH | 9108 | 0112 | $7 \cdot 5$ | 5 |
| - . 200 | - 3871 | 1.600 | . 0454 | - 1228 | 1.45 | 0.00 | . 036 | 1.773 | HIGH | 9108 | 0112 | 9.0 | 6 |
| - 241 | - 3869 | 1.906 | . 0507 | . 1908 | 1.45 | 0.00 | . 038 | 1.101 | H! GH | 9108 | 0112 | 10.5 | 7 |
| - . 561 | . 3868 | 2.019 | . 0540 | . 2053 | 1.40 | 0.00 | . 039 | 0.954 | HIGH | $9 / 08$ | 0112 | 12.0 | 8 |
| . 000 | - 3853 | 1.471 | . 0489 | - 1299 | 0.95 | 0.00 | . 024 | 0.800 | HIGH | $9 / 08$ | 1400 | 0.0 | 0 |
| . 355 | . 3854 | 1.412 | . 0594 | . 1192 | 0.95 | 0.44 | . 033 | 0.901 | HIGH | 9108 | 1400 | 1.5 | , |
| - 150 | - 3854 | 1.324 | . 0559 | . 1370 | 0.90 | 0.24 | . 032 | 1.099 | HIGH | 9108 | 1400 | 3.0 | 2 |
| . 183 | . 3954 | 1.265 | . 0454 | . 1763 | 0.85 | 0.00 | . 025 | - 1.351 | HIGH | 9108 | 1400 | 4.5 | 3 |
| . 000 | - 3856 | 1. 212 | . 0419 | .1835 | 0.80 | 0.00 | . 022 | - 1.563 | HIGH | 9108 | 1400 | 6.0 | 4 |
| - . 905 | - 3859 | 1.180 | . 0419 | . 1620 | 0.80 | 0.00 | . 024 | - 1.818 | HIGH | 9108 | 1400 | 7.5 | 5 |
| - . 158 | . 3861 | 1.188 | . 0419 | . 1299 | 0.85 | 0.00 | . 026 | 1.818 | HIGH | 9108 | 1400 | 9.0 | 6 |
| - . 325 | - 3864 | 1.238 | . 0472 | . 0840 | 0.85 | 0.00 | . 028 | 1.695 | HIGH | 9108 | 1400 | 10.5 | 7 |
| -. 442 | - 3867 | 1.206 | . 0577 | . 0210 | 0.80 | 0.00 | . 030 | 1.818 | HIGH | 9108 | 1400 | 12.0 | 8 |
| . 000 | - 3848 | 1.706 | . 0577 | - 2309 | 1.30 | 0.12 | . 034 | . 897 | HIGH | 9109 | 0150 | 0.0 | 0 |
| - 382 | - 3845 | 1.731 | . 0559 | . 2199 | 1.40 | 0.00 | . 033 | - $\quad 5.897$ | HIGH | 9109 | 0150 | 1.5 | 1 |
| . 271 | - 3842 | 1.667 | .0349 | . 1763 | 1.45 | 0.00 | . 036 | 8.156 | HIGH | 9109 | 0150 | 3.0 | 2 |
| - 341 | - 3837 | 1.684 | . 0332 | -1192 | 1.40 | 0.00 | . 018 | - 10.360 | HIGH | 9109 | 0150 | 4.5 | 3 |
| . 460 | - 3834 | 1.704 | . 0367 | . 0875 | 1.25 | 0.00 | . 012 | - 11.856 | HIGH | 9109 | 0150 | 6.0 | 4 |
| - .181 | . 3833 | 1.778 | . 0437 | . 1122 | 1. 15 | 0.00 | . 012 | - 10.360 | HIGH | 9109 | 0150 | 7.5 | 5 |
| - . 234 | - 3837 | 1.793 | . 0489 | -1548 | 1.05 | 0.00 | . 025 | 8.156 | HIGH | 9109 | 0150 | 9.0 | 6 |
| - . 327 | - 3844 | 1.640 | . 0507 | - 1477 | 1.00 | 0.00 | . 030 | - 8.156 | HIGH | 9109 | 0150 | 10.5 | 7 |
| - 1.202 | - 3850 | 1.471 | . 0507 | .1299 | 0.90 | 0.00 | . 024 | 9.200 | HIGH | 9109 | 0150 | 12.0 | 8 |
| . 000 | - 3857 | 1.771 | . 0472 | -1122 | $1 \cdot 55$ | $0 \cdot 22$ | . 038 | - 4.202 | HIGH | 9/09 | 1420 | 0.0 | 0 |
| -161 | - 3855 | 1.746 | . 0419 | . 0981 | 1.55 | 0.00 | . 036 | 4.202 | HIGH | 9109 | 1420 | 1.5 | $1$ |
| -143 | - 3849 | 1.547 | -0419 | $\cdot 1016$ | 1.50 | 0.00 | . 032 | 5.128 | HIGH | 9109 | 1420 | 3.0 | 2 |
| - 175 | - 3838 | 1. 282 | . 0402 | . 1157 | 1.35 | 0.00 | . 022 | - 8.000 | HIGH | 9109 | 1420 | 4.5 | 3 |
| - .896 | - 3835 | 1.084 | . 0349 | . 1334 | 1.05 | 0.00 | . 007 | - 12.500 | HIGH | 9109 | 1420 | 6.0 | 4 |
| - . 184 | - 3834 | 0.957 | . 0332 | . 1548 | 0.85 | 0.00 | . 001 | - 18.182 | HIGH | 9109 | 1420 | 7.5 | 5 |
| - 164 | - 3838 | 1.013 | . 0332 | . 1763 | 0.80 | 0.00 | . 008 | - 16.949 | HIGH | 9109 | 1420 | 9.0 | 6 |
| - .285 | - 3843 | 1.361 | . 0472 | . 2089 | 1.05 | 0.00 | . 022 | - 8.475 | HIGH | 9109 | 1420 | 10.5 | 7 |
| -13.902 | - 3847 | 1.643 | . 0559 | . 2309 | 1.25 | 0.26 | . 031 | - 5.405 | HIGH | 9109 | 1420 | 12.0 | 8 |
| . 000 | . 3861 | $1 \cdot 352$ | . 0472 | . 0981 | 0.85 | 0.25 | . 024 | 4.505 | HIGH | $9 / 10$ | 0336 | 0.0 | O |
| - 357 | . 3857 | 1.429 | . 0454 | . 0981 | 0.85 | 0.28 | . 022 | 4.000 | HIGH | $9 / 10$ | 0336 | 1.5 | 1 |
| - 208 | - 3852 | 1.507 | . 0419 | . 0981 | 0.80 | 0.33 | . 022 | 3.546 | HIGH | $9 / 10$ | 0336 | 3.0 | 2 |
| - 272 | - 3846 | 1.500 | . 0402 | . 0981 | 1.05 | 0.03 | . 021 | 3.759 | HIGH | 9110 | 0336 | 4.5 | 3 |
| - . 867 | - 3845 | 1.543 | . 0384 | - 1052 | 1.25 | 0.00 | . 023 | 3.546 | HIGH | 9110 | 0336 | 6.0 | 4 |
| - . 211 | - 3846 | 1.588 | . 0367 | - 1192 | 1.45 | 0.00 | . 027 | 3.185 | HIGH | 9/10 | 0336 | 7.5 | 5 |
| - .120 | - 3849 | 1.662 | . 0419 | - 1228 | 1.50 | 0.00 | . 030 | 2.703 | HIGH | $9 / 10$ | 0336 | 9.0 | 6 |
| - . 204 | . 3850 | 1.681 | . 0454 | - 1228 | 1.50 | 0.08 | . 032 | 2.564 | Hilgh | 9110 | 0336 | 10.5 | 7 |
| - . 483 | - 3849 | 1.714 | . 0472 | . 1228 | 1.50 | 0.32 | . 036 | 2.315 | HIGH | 9/10 | 0336 | 12.0 | 8 |
| . 000 | - 3842 | 1.500 | . 0559 | . 0981 | 1.60 | 0.24 | . 040 | 22.527 | HIGH | $9 / 10$ | 1626 | 0.0 | - |
| . 190 | . 3842 | 1.467 | . 0559 | . 0770 | 1.25 | 0.08 | . 035 | 24.118 | HIGH | 9110 | 1626 | 1.5 | 1 |
| . 096 | - 3843 | 1.433 | . 0540 | . 0349 | 1.05 | 0.00 | . 024 | 25.625 | HIGH | $9 / 10$ | 1626 | 3.0 | 2 |
| -107 | - 3846 | 1.333 | . 0472 | . 0210 | 1.00 | 0.00 | . 017 | 32.031 | HIGH | 9/10 | 1626 | 4.5 | 3 |
| - 259 | - 3851 | 1.233 | . 0332 | . 0419 | 0.95 | 0.00 | . 018 | 40.196 | HIGH | $9 / 10$ | 1626 | $6 \cdot 0$ | 4 |
| - 1.108 | - 3854 | 1. 161 | . 0349 | . 0805 | 0.85 | 0.00 | . 020 | 43.617 | HIGH | 9/10 | 1626 | $7 \cdot 5$ | 5 |
| - .136 | - 3858 | 1.138 | . 0402 | . 0945 | 0.85 | 0.00 | . 024 | 40.196 | HIGH | $9 / 10$ | 1626 | 9.0 | 6 |
| - . 104 | . 3861 | 1. 206 | . 0437 | . 0981 | 0.85 | 0.04 | . 024 | 29.710 | HIGH | $9 / 10$ | 1626 | 10.5 | 7 |
| - . 868 | - 3862 | 1.296 | . 0472 | . 0981 | 0.85 | 0.22 | . 023 | 21.134 | HIGH | $9 / 10$ | 1626 | 12.0 |  |


| $\bar{H}_{b} / n \bar{T}_{b}$ | $\rho_{\ell} / \rho_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan \overline{\mathrm{m}}$ | $\tan \bar{\alpha}_{b}$ | $\bar{H}_{b} / \bar{z}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}^{3}$ |  | End of cycle |  | Lag in <br> hours <br> from <br> end of <br> cycle | $\underset{\text { Zag }}{\text { \# }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | . 385 | 1.167 | . 0734 | . 0000 | 1.00 | 0.13 | . 034 | 14.865 | HIGH | $9 / 11$ | 0500 | 0.0 | 0 |
| - 2 | - 3850 | 1.162 | . 0664 | . 0000 | 0.95 | 0.00 | . 027 | 13.750 | HIGH | 9111 | 0500 | 1.5 | 1 |
| . 200 | - 3849 | 0.960 | . 0540 | . 0000 | 0.75 | 0.00 | . 024 | 23.404 | HIGH | $9 / 11$ | 0500 | 3.0 | 2 |
| - 145 | - 3848 | 0.831 | . 0419 | . 0000 | 0.65 | 0.00 | . 020 | 33.333 | HIGH | $9 / 11$ | 0500 | $4 \cdot 5$ | 3 |
| - . 688 | - 3847 | 0.868 | . 0507 | . 0140 | 0.90 | 0.00 | . 048 | 30.556 | HIGH | 9111 | 0500 | 6.0 | 4 |
| - . 213 | - 3846 | 1.117 | . 0367 | . 0314 | 1.45 | 0.00 | . 040 | 15.942 | HIGH | 9/11 | 0500 | $7 \cdot 5$ | 5 |
| - . 090 | - 3841 | 1.391 | - 0297 | . 0542 | 2.00 | 0.00 | . 030 | 9.910 | HIGH | 9/11 | 0500 | 9.0 | 7 |
| - . 079 | - 3841 | 1.492 | . 0454 | . 0770 | 2.00 | 0.00 | . 033 | 10.577 | HIGH | $9 / 11$ | 0500 | 10.5 | 7 |
| - . 577 | - 3842 | 1.500 | . 0540 | . 0945 | 1.65 | 0.21 | . 039 | 12.088 | HIGH | $9 / 11$ | 0500 | $12 \cdot 0$ | 8 |
| . 000 | - 3859 | 1. 164 | . 0437 | - 1052 | 0.85 | 0.20 | . 020 | - 20.339 | H | 9/11 | 1740 | 0.0 | 0 |
| - 152 | - 3855 | 1.333 | . 0594 | . 1512 | 0.95 | 0.40 | . 038 | - 16.216 | HIGH | 9/11 | 1740 | 1.5 | 1 |
| . 067 | - 3849 | 1.571 | . 0594 | . 1944 | 1.15 | 0.32 | . 037 | - 14.118 | HIGH | $9 / 11$ | 1740 | 3.0 | 2 |
| . 068 | - 3846 | 1.551 | . 0454 | . 2089 | 1.10 | 0.14 | . 027 | - 21.818 | HIGH | $9 / 11$ | 1740 | $4 \cdot 5$ | 3 |
| . 158 | - 3843 | 1.333 | . 0332 | . 1584 | 0.85 | 0.00 | . 032 | - 44.444 | HIGH | 9/11 | 1740 | 6.0 | 4 |
| - . 183 | - 3845 | 0.979 | . 0332 | . 0419 | 0.80 | 0.00 | . 033 | -100.000 | HIGH | $9 / 11$ | 1740 | 7.5 | 5 |
| . 073 | - 3850 | 0.824 | . 0367 | . 0140 | 0.80 | 0.00 | . 030 | -109.091 | HIGH | 9111 | 1740 | 9.0 | 6 |
| - . 103 | - 3853 | 0.984 | . 0540 | . 0175 | 0.90 | 0.00 | . 031 | - 40.000 | HIGH | $9 / 11$ | 1740 | 10.5 | 7 |
| - . 187 | - 3852 | 1.200 | . 0717 | . 0035 | 0.95 | 0.10 | . 030 | - 16.216 | HIGH | $9 / 11$ | 1740 | 12.0 | 8 |
| . 000 | - 3821 | 1.134 | . 0682 | -1228 | 0.80 | 0.26 | . 028 | 10.000 | HIGH | $9 / 12$ | 0550 | 0.0 | 0 |
| . 152 | - 3824 | 1.000 | . 0594 | . 0770 | 0.60 | 0.15 | . 032 | 16.667 | HIGH | 9/12 | 0550 | 1.5 | 1 |
| . 066 | - 3833 | 1.000 | . 0577 | . 0454 | 0.60 | 0.02 | . 034 | 25.000 | HIGH | $9 / 12$ | 0550 | 3.0 | 2 |
| - 140 | - 3843 | 1.157 | . 0594 | . 0384 | 0.70 | 0.00 | . 034 | 25.000 | HIGH | $9 / 12$ | 0550 | 4.5 | 3 |
| . 000 | - 3852 | 1.217 | . 0630 | . 0349 | 0.80 | 0.00 | . 034 | 25.000 | HIGH | 9/12 | 0550 | 6.0 | 4 |
| -167 | - 3857 | 1.200 | . 0682 | . 0349 | 0.85 | 0.00 | . 037 | 20.370 | HIGH | 9/12 | 0550 | $7 \cdot 5$ | 5 |
| -. 057 | - 3859 | 1.158 | . 0664 | . 0419 | 0.85 | 0.15 | . 033 | 15.278 | HIGH | 9/12 | 0550 | 9.0 | 6 |
| - . 084 | - 3860 | 1.125 | . 0577 | . 0594 | 0.80 | 0.20 | . 024 | 11.702 | HIGH | $9 / 12$ | 0550 | $10 \cdot 5$ | 7 |
| - .422 | - 3860 | $1 \cdot 164$ | . 0437 | . 1016 | 0.85 | 0.20 | . 017 | 9.322 | HIGH | 9112 | 0550 | 12.0 | 8 |
| . 000 | - 3847 | 1.639 | . 0540 | . 0140 | 0.80 | 0.62 | . 030 | - 16.585 | HIGH | 9/12 | 1832 | 0.0 | 0 |
| - 150 | - 3848 | 1.662 | . 0489 | . 0210 | $0 \cdot 80$ | 0.22 | . 026 | - 19.318 | HIGH | $9 / 12$ | 1832 | 1.5 | 1 |
| . 092 | - 3850 | 1.574 | . 0349 | . 0349 | 0.80 | 0.00 | . 024 | - 30.631 | HI GH | 9112 | 1832 | 3.0 | 2 |
| . 114 | - 3852 | 1.480 | . 0279 | . 0594 | 0.85 | 0.00 | . 027 | - 49.275 | HIGH | $9 / 12$ | 1832 | 4.5 | 3 |
| - 362 | - 3853 | 1.259 | . 0402 | . 0981 | 0.90 | 0.00 | . 030 | - 87.179 | HIGH | $9 / 12$ | 1832 | 6.0 | 4 |
| - 245 | - 3850 | 1.263 | . 0419 | -1157 | 1.00 | 0.06 | . 030 | - 72.340 | HI GH | 9/12 | 1832 | 7.5 | 5 |
| - . 098 | - 3840 | 1.400 | . 0384 | -1727 | 1.05 | 0.28 | . 027 | - 45.946 | HIGH | $9 / 12$ | 1832 | 9.0 | 5 |
| - . 144 | - 3830 | 1.323 | . 0437 | . 1835 | 1.00 | 0.32 | . 026 | - 42.500 | HIGH | $9 / 12$ | 1832 | $10 \cdot 5$ | 7 |
| - .833 | . 3821 | 1.194 | . 0612 | . 1477 | 0.90 | 0.28 | . 028 | - 53.125 | HIGH | 9/12 | 1832 | 12.0 | 8 |
| . 000 | - 3835 | 2.413 | . 0384 | . 0630 | $1 \cdot 15$ | 0.40 | . 022 | - 1.025 | HIGH | 9/13 | 0656 | 0.0 | 0 |
| . 195 | . 3837 | 2.469 | . 0367 | . 0105 | 1.25 | 0.00 | . 020 | - 0.913 | HIGH | 9/13 | 0656 | 1.5 |  |
| -139 | - 3840 | 2.154 | . 0349 | . 0000 | 1.45 | 0.00 | . 022 | - 1.312 | HIGH | 9/13 | 0656 | 3.0 | 2 |
| -114 | - 3841 | 1.606 | - 0454 | . 0000 | 1.45 | 0.00 | . 022 | 3.020 | HIGH | 9/13 | 0656 | $4 \cdot 5$ | 3 |
| . 000 | - 3843 | 1.104 | . 0507 | . 0000 | 1.10 | 0.00 | . 022 | - 8.824 | HIGH | 9/13 | 0656 | 6.0 | 4 |
| - .090 | - 3844 | 0.914 | . 0489 | . 0000 | 0.85 | 0.00 | . 024 | - 13.636 | HIGH | $9 / 13$ | 0656 | $7 \cdot 5$ | 5 |
| - . 068 | - 3846 | 1.167 | . 0454 | . 0000 | 0.75 | 0.00 | . 028 | 6.081 | HIGH | 9/13 | 0656 | 9.0 | 6 |
| - . 110 | - 3846 | 1.452 | . 0437 | . 0070 | 0.80 | 0.00 | . 031 | 3.020 | HIGH | 9/13 | 0656 | 10.5 |  |
| - 1.054 | - 3847 | 1.639 | . 0540 | . 0105 | 0.80 | 0.54 | . 030 | - 2.195 | HIGH | 9/13 | 0656 | 12.0 | 8 |
| . 000 | - 3841 | 1.569 | . 0734 | . 0699 | 0.75 | 0.32 | . 022 | - 10.902 | HIGH | 9113 | 1930 | 0.0 | 0 |
| - 110 | - 3843 | 1.969 | . 0630 | . 0770 | 0.75 | 0.00 | . 022 | - 5.800 | HIGH | $9 / 13$ | 1930 | 1.5 | 1 |
| . 102 | - 3844 | 2.063 | . 0489 | . 0805 | $1 \cdot 10$ | 0.00 | . 022 | - 5.052 | HIGH | 9/13 | 1930 | 3.0 | 2 |
| . 093 | - 3845 | 1.625 | . 0402 | . 0875 | 1.60 | 0.00 | . 026 | - 10.284 | HI GH | 9/13 | 1930 | 4.5 | 3 |
| . 638 | - 3845 | 1.156 | . 0384 | . 0910 | 1.95 | 0.00 | . 029 | - 28.431 | HIGH | $9 / 13$ | 1930 | 6.0 | 4 |
| - . 071 | - 3844 | 0.921 | . 0367 | . 0981 | 2.05 | 0.00 | . 032 | - 60.417 | HIGH | $9 / 13$ | 1930 | 7.5 | 5 |
| -. 065 | . 3841 | 1.079 | . 0367 | . 1052 | 1.85 | 0.00 | . 027 | - 37.179 | HIGH | 9/13 | 1930 | 9.0 | 6 |
| - . 126 | - 3836 | 1.619 | . 0384 | -1052 | 1.45 | 0.00 | . 023 | - 10.902 | HIGH | 9/13 | 1930 | 10.5 | 7 |
| - 1.309 | . 3835 | 2.286 | . 0384 | . 0840 | 1.15 | 0.32 | . 022 | 3.887 | HIGH | $9 / 13$ | 1930 | 12.0 | 8 |


| $\bar{H}_{b} / n \bar{T}_{b}$ | $\mathrm{O}_{\ell} / \mathrm{O}_{s}$ | $\bar{H}_{b} / \bar{D}$ | $\tan$ - | $\tan \bar{a}_{b}$ | $\bar{H}_{b} / \overline{2}$ | u/d | h/d | $\Delta Q_{f} / \bar{H}_{b}{ }^{3}$ |  | End of cycle |  | Lag inhoursfromend ofcycle | Lag |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | Date | Hours |  |  |
| . 000 | - 383 | 1.610 | . 0857 | . 2568 | 0.95 | 0.17 | . 046 | - 14.184 | HIGH | 9/14 | 0754 | 0.0 | 0 |
| -1 | - 3841 | 1.545 | . 0630 | . 2309 | 0.90 | 0.16 | . 034 | - 15.038 | HIGH | 9/14 | 0754 | 1.5 | 1 |
| . 097 | - 3847 | 1.471 | . 0349 | . 1944 | 1.00 | 0.12 | . 022 | - 16.000 | HI GH | $9 / 14$ | 0754 | 3.0 | 2 |
| -106 | - 3852 | 1.326 | . 0279 | . 1584 | 1.35 | 0.00 | . 022 | - 20.619 | HIGH | 9/14 | 0754 | 4.5 | 3 |
| - . 823 | - 3855 | 1.200 | . 0314 | -1192 | 1.80 | 0.00 | . 026 | - 27.027 | HIGH | 9/14 | 0754 | 6.0 |  |
| - . 122 | - 3854 | 1.102 | . 0367 | . 0840 | 1.95 | 0.00 | . 030 | - 36.364 | HIGH | 9/14 | 0754 | $7 \cdot 5$ | 5 |
| . 057 | - 3849 | 1.029 | . 0507 | . 0699 | 1.70 | 0.00 | . 029 | - 46.512 | HIGH | 9/14 | 0754 | 9.0 | 6 |
| - . 089 | - 3846 | 1.104 | . 0664 | . 0699 | $1 \cdot 25$ | 0.00 | . 024 | - 39.216 | HIGH | $9 / 14$ | 0754 | $10 \cdot 5$ | 7 |
| - .462 | . 3841 | 1.455 | . 0752 | . 0699 | 0.85 | 0.30 | . 022 | - 18.018 | HIGH | 9/14 | 0754 | 12.0 | 8 |
| . 000 | - 3823 | 1.829 | . 0963 | . 1620 | 1.10 | 0.14 | . 024 | - 4.084 | HI GH | $9 / 14$ | 2038 | 0.0 | 0 |
| . 128 | - 3827 | 1.803 | . 0752 | . 1763 | 1.30 | 0.00 | . 023 | - 4.084 | HI GH | $9 / 14$ | 2038 | 1.5 | 1 |
| . 071 | - 3834 | 1.549 | - 0454 | - 1691 | $1 \cdot 25$ | 0.00 | . 022 | - 10.241 | HIGH | $9 / 14$ | 2038 | 3.0 | 2 |
| . 067 | - 3840 | 1.268 | . 0297 | -1620 | 1.15 | 0.00 | . 021 | - 18.681 | HIGH | 9/14 | 2038 | 4.5 | 3 |
| . 259 | - 3845 | 1.183 | . 0279 | . 1512 | 1.35 | 0.00 | . 023 | - 22.973 | HIGH | $9 / 14$ | 2038 | 6.0 | 4 |
| - . 099 | - 3843 | 1.114 | . 0332 | - 1477 | $2 \cdot 10$ | 0.00 | . 024 | - 28.814 | HIGH | 9/14 | 2038 | 7.5 | 5 |
| - .074 | - 3840 | 1.118 | . 0454 | . 1691 | 2.50 | 0.00 | . 034 | - 30.909 | HIGH | 9/14 | 2038 | 9.0 | 6 |
| - . 072 | - 3839 | 1.354 | . 0717 | . 2272 | 1.65 | 0.00 | . 046 | - 18.681 | HIGH | $9 / 14$ | 2038 | $10 \cdot 5$ | 7 |
| - . 278 | - 3838 | 1.548 | . 0857 | . 2568 | 1.00 | 0.00 | . 048 | - 13.600 | HIGH | $9 / 14$ | 2038 | 12.0 | 8 |
| . 000 | - 3859 | 2.507 | - 0244 | -1263 | $1 \cdot 10$ | 0.16 | . 006 | 1.096 | HI GH | 9/15 | 0850 | 0.0 | 0 |
| -119 | - 3860 | 2.627 | . 0349 | . 1441 | 1.25 | 0.00 | . 009 | 0.954 | HIGH | 9/15 | 0850 | 1.5 | 1 |
| .091 | - 3862 | 2.344 | . 0437 | . 1477 | 1.50 | 0.00 | . 019 | 1.318 | HIGH | 9/15 | 0850 | 3.0 | 2 |
| . 110 | - 3861 | 1.899 | . 0454 | . 1477 | 1.65 | 0.00 | . 028 | 2.481 | HIGH | 9/15 | 0850 | 4.5 | 3 |
| - . 885 | - 3855 | 1.353 | . 0349 | . 1477 | 1.50 | 0.00 | . 027 | 6.701 | HIGH | 9/15 | 0850 | 6.0 | 4 |
| - . 077 | - 3849 | 0.991 | . 0349 | . 1441 | 1.20 | 0.00 | . 027 | 16.667 | HIGH | $9 / 15$ | 0850 | 7.5 | 5 |
| - . .053 | . 3839 | 0.922 | . 0472 | . 1405 | 0.85 | 0.00 | . 027 | 19.697 | HIGH | 9/15 | 0850 | 9.0 | 6 |
| - . 079 | - 3829 | 1.429 | . 0682 | . 1512 | 0.85 | 0.00 | . 027 | 5.200 | HIGH | $9 / 15$ | 0850 | 10.5 | 7 |
| - .875 | - 3824 | 1.800 | - 0928 | . 1584 | 1.00 | 0.00 | . 025 | 2.600 | HIGH | 9/15 | 0850 | 12.0 |  |
| . 000 | - 3862 | 1.351 | . 0822 | . 0349 | 1.00 | 0.00 | . 024 | 2.128 | HIGH | 9/15 | 2136 | 0.0 |  |
| . 121 | - 3859 | 1.205 | . 0752 | . 0910 | 0.85 | 0.00 | . 024 | 2.885 | HIGH | 9/15 | 2136 | 1.5 | , |
| . 062 | - 3855 | 1.050 | . 0664 | . 1052 | 0.85 | 0.00 | . 023 | 4.054 | HIGH | 9/15 | 2136 | 3.0 | 2 |
| . 050 | - 3848 | 0.938 | . 0594 | . 1122 | 0.90 | 0.00 | . 023 | 5.455 | HIGH | 9/15 | 2136 | 4.5 | 3 |
| . 134 | - 3845 | 0.934 | . 0507 | . 1122 | 0.95 | 0.00 | . 023 | 5.455 | HIGH | 9/15 | 2136 | 6.0 | 4 |
| - . 129 | - 3847 | 0.988 | . 0419 | . 0875 | 0.95 | 0.00 | . 019 | 4.688 | HIGH | 9/15 | 2136 | 7.5 | 5 |
| - . 070 | - 3851 | 1.221 | . 0349 | . 0840 | 0.95 | 0.00 | . 018 | 2.885 | HIGH | 9/15 | 2136 | 9.0 | 6 |
| - . 079 | . 3856 | 1.667 | . 0244 | . 0981 | 1.00 | 0.00 | . 012 | 1.389 | HIGH | 9/15 | 2136 | 10.5 | 7 |
| - . 162 | - 3859 | 2.265 | . 0210 | . 1157 | 1.00 | 0.14 | . 016 | 0.656 | HIGH | 9/15 | 2136 | 12.0 | 8 |
| .000 | - 3845 | 2.111 | . 1263 | . 1980 | 0.95 | 0.54 | . 999 | 8.314 | HIGH | 9/16 | 0940 | 0.0 | , |
| -173 | - 3845 | $2 \cdot 141$ | . 0998 | - 2126 | 1.40 | 0.18 | . 008 | 8.314 | HIGH | 9/16 | 0940 | 1.5 | 1 |
| -110 | - 3847 | 1.930 | . 0717 | . 2126 | 1.65 | 0.00 | . 002 | - 12.718 | HIGH | 9/16 | 0940 | 3.0 | 2 |
| . 140 | - 3847 | 1.592 | . 0419 | - 2199 | 1.60 | 0.00 | . 012 | - 24.497 | HIGH | 9/16 | 0940 | 4.5 | 3 |
| - 1.000 | - 3850 | 1.415 | . 0279 | - 2272 | 1.25 | 0.00 | . 023 | - 37.629 | HIGH | 9/16 | 0940 | 6.0 | 4 |
| - .068 | - 3852 | 1.364 | . 0454 | . 2493 | 1.30 | 0.00 | . 024 | - 40.110 | HIGH | 9/16 | 0940 | 7.5 | 5 |
| - . 078 | - 3856 | 1.429 | . 0647 | . 2382 | 1.25 | 0.00 | . 028 | - 29.200 | HI GH | 9/16 | 0940 | 9.0 | 6 |
| - . 164 | - 3860 | 1.459 | . 0787 | . 1052 | 1.25 | 0.00 | . 028 | - 23.248 | HIGH | 9116 | 0940 | 10.5 | 7 |
| 2.653 | - 3862 | 1.368 | . 0822 | . 0279 | 1.00 | 0.00 | . 026 | - 25.887 | HIGH | $9 / 16$ | 0940 | 12.0 | 8 |
| . 000 | -3859 | 1.559 | . 0262 | . 0875 | 0.75 | 0.00 | . 020 | 8.205 | HIGH | 9/16 | 2212 | 0.0 | 0 |
| . 086 | - 3855 | 1.556 | . 0489 | . 0910 | 0.75 | 0.06 | . 016 | 9.091 | HIGH | 9116 | 2212 | 1.5 | 1 |
| . 075 | -3851 | 1.499 | . 0454 | . 0981 | 0.90 | 0.00 | . 012 | 11.348 | HIGH | 9116 | 2212 | 3.0 |  |
| . 136 | - 3849 | 1.353 | . 0332 | -1086 | 1.55 | 0.00 | . 013 | 16.495 | HIGH | 9/16 | 2212 | 4.5 | 3 |
| . 000 | - 3847 | 1.313 | . 0210 | -1192 | 2.75 | 0.00 | . 018 | 18.824 | HIGH | $9 / 16$ | 2212 | 6.0 | 4 |
| - . 104 | - 3847 | 1.294 | . 0175 | . 1334 | 2.75 | 0.00 | . 010 | 18.824 | HIGH | 9116 | 2212 | $7 \cdot 5$ | 5 |
| - . 083 | -3847 | 1.343 | . 0192 | . 1477 | 1.60 | 0.00 | -. 002 | 15.385 | HIGH | 9/16 | 2212 | 9.0 | 6 |
| - . 163 | $\cdot 3847$ | 1.639 | . 0542 | . 1691 | 0.75 | 0.05 | -. 0005 | 7.805 | HIGH | 9/16 | 2212 | $10 \cdot 5$ | 7 |
| - 1.404 | - 3846 | 2.028 | . 1192 | . 1835 | 0.85 | 0.52 | -. 999 | 4.113 | HIGH | 9116 | 2212 | 12.0 | 8 |
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#### Abstract

Ninety-eight observations of longshore current velocity, beach slope, and the breaker height, period, angle, crest length, and trough depth were made on an Atlantic ocean beach. Precision inshore surveys during the observation period revealed an essentially plane beach with an offshore bar parallel to the shoreline during two-thirds of the study period. Analysis of replicate measurements of current velocity revealed no topographically-induced non-"uniformity" in the current and suggested that an individual determination of velocity was within about $\pm 10$ percent of the true velocity value. A linear nulti-regression analysis performed on the data resulted in the following empirical correlation, for the four strongest independent variables:


$$
\bar{V}=-0.170455+0.037376\left(\bar{\alpha}_{b}\right)+0.031801\left(\bar{T}_{b}\right)+0.241176\left(H_{b}\right)+0.030923(\bar{m})
$$

where $\bar{V}$ is in meters per second, $\bar{\alpha}_{b}$ is the mean accute angle between the breaker front and the shoreline in degrees, $\bar{T}_{b}$ is in seconds, $H_{b}$, is the significant breaker height in meters, and $\bar{m}$ is the mean beach slope in degrees. The total reduction of variance $R^{2}$ for $\bar{\alpha}_{b}$ is 0.46 and for $\bar{\alpha}_{b}$ plus $\bar{T}_{b}$ it is $0.53 ; H_{b}$, and $\bar{m}$ each add 0.02 to successive values of $R^{2}$. The similarity between this equation and that obtained by Sonu et al. (1967), who used similar variables and analytical techniques, suggests that a general equation of this type may be valid for many Atlantic beaches. The present equation may be applied to values of $H_{b}, \widetilde{T}_{b}$, and $\bar{m}$ falling within certain specified ranges, when $\bar{\alpha}_{b}$ falls between about $2.0^{\circ}$ and $15.0^{\circ}$.

## Introduction

As pointed out by Galvin [1967, p. 287], 'reliable data on longshore currents are lacking over a significant range of possible flows.' An attempt to remedy this situation was made [Harrison et al., 1968] at Virginia Beach, Virginia, in August and September of 1966. Ninetyeight observations of longshore current velocity and related variables were made before, during, and after the passage of wave trains from hurricane Faith and a moderate 'northeaster.'

The data for the 1966 field study were subjected to linear multiregression analysis in order to assess the relative importance of the following independent variables in determining longshore current velocity: breaker angle, period, height, crest length and trough depth, and the beach slope. Results of the correlation analyses are quite unlike those of the author's earlier studies [Harrison and Krumbein, 1964; Harrison et al., 1965] that used offshore wave data, but they are quite similar to the results of Sonu

[^8]et al. [1967] in which shallow-water and break-ing-wave data at Nags Head, North Carolina, were used. Inasmuch as a major goal of previous longshore current studies has been to develop a method for prediction of the velocity of the longshore current, a prediction equation for the data is presented here for testing in future studies.

## Data

The variables (Figure 1) used in this study are listed in Table 1, together with their observed ranges and probable errors. A complete listing of all the measurements and details of the measurement techniques can be found in Harrison et al. [1968], together with nine charts of the inshore bottom topography. The charts, hased on three precision ( $\pm 0.03$ meter of water depth) transects in a square 250 meters on a side, indicate a rouglly plane beach for about one-third of the longshore current observations and a bar-trough topography generally parallel to the shoreline for the remainder of the observations. No radical changes in the alignment of the bar-trough topography parallel to the shoreline were observed during the 26 -day-long study
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Fig. 1. Definition of variables.
period, nor was even one rip current observed anywhere in the study area.

The current velocity was measured by timing the movement of the centers of patches of fluorescent dye as they moved parallel to shore in or close to the zone of maximum flow. Three dye patches were timed by stopwatch over a

15 - or 30 -meter course, depending on the prevailing velocity of flow. A mean travel time was determined for the three satisfactory trials. Nearly all the dye charges were introduced at the inshore margin of the breaker line closest to shore. The center of each dye patch had to remain coherent for a given trial to be judged

TABLE 1. Variables Screened in Development of Emprical Predictor Equations

| Symbol | Description | Range in Values | Probable Error |
| :---: | :---: | :---: | :---: |
| $\bar{H}_{b}$ | Mean height of breaking waves | 0.15-0.89 m | $\pm 0.06 \mathrm{~m}$, low waves; $\pm 0.12 \mathrm{~m}$, high waves |
| $H_{b}$ | Height of significant breaking waves | $0.21-1.22 \mathrm{~m}$ | $\pm 0.06 \mathrm{~m}$, low waves; $\pm 0.12 \mathrm{~m}$, high waves |
| $\bar{l}_{b}$ | Mean crest length of breaking waves | $10.0-235.0 \mathrm{~m}$ | Within $10 \%$, at best |
| $\bar{m}$ | Mean slope of foreshore | $0.70^{\circ}-5.80^{\circ}$ | $\pm 0.2^{\circ}$ |
| $\bar{T}_{\text {c }}{ }^{\text {b }}$ | Mean period of breaking waves | $4.0-12.8 \mathrm{sec}$ | $\pm 0.2 \mathrm{sec}$ |
| $\bar{V}$ | Mean longshore current velocity | $0.17-1.14 \mathrm{~m} / \mathrm{sec}$ | $\pm 0.06 \mathrm{~m} / \mathrm{sec}$ |
| $\bar{z}$ | Mean trough to bottom distance in front of a breaking wave | 0.07-0.98 m | $\pm 0.005 \mathrm{~m}$ |
| $\bar{\alpha}_{b}$ | Mean acute angle between shoreline and crest of breaking wave | $1.00^{\circ}-16.6^{\circ}$ | $\pm 1.0-2.0^{\circ}$, for a given breaker |

satisfactory. Where more than one breaker line was present, the flow in the current zone most inshore may have been influenced by the flow of the longshore current in the next closest offshore zone.

Breaker heiglts and periods were measured in nearly all cases by an observer standing in the breakers and a recorder near the breakers. The leights of fifty successive breaking waves were measured against a wave staff, and the mean breaker period was calculated using the elapsed time required to measure the fifty waves.
The slope of the lower foreshore was determined from profiles drawn at a $1: 1$ scale. Profile data were based on measurements of the elevation of the beach surface made every 4 hours. The measurements were referenced to a MSL datum plane painted on permanent, $1 / 2$ inch steel reference rods.

The trough-to-bottom distance, $z$, in front of a breaking wave was measured because it is a reasonable estimate of the amount of water in the longshore current zone. Also, some investigators have noted a direct correlation between $V$ and the volume of water in the surf zone.

Three to eight determinations of the acute angle $\alpha_{b}$ between the shoreline and the crest of a breaking wave were made just before or just after determination of $\bar{V}$ using a tripod-mounted azimuthal circle equipped with sights. The tripod was set up as close to the inshore margin of the breaker zone as possible, and values of $\alpha_{b}$ were measured to the nearest degree. For the first half of the study period, a base line parallel to the shoreline was estimated by eye. For the other half of the study period, the center of the tripod was lined up with two steel rods previously positioned on a base line determined to be 'parallel to the shoreline.' Such positioning of the tripod reduced observer variability, as far as determination of the bearing of one side of angle $\alpha_{\Delta}$ was concerned. The bearing of the other side of $\alpha_{b}$ was determined by sighting down the crests of breaking waves at some distance ( $50-500$ meters) from the tripod. Because of the straightness of the shoreline in the study area and the lack of significant beach rhythms during the study period, the value obtained for an individual $\alpha_{b}$ is thought to be valid to $\pm 1$ or 2 degrees. The range for several mean values of $\alpha_{0}$ was variable, depending on the nature of the deep-water wave trains causing the breakers.

The minimum and maximum crest length, $l$, of breaking waves was estimated visually by comparison with a measured base line on shore. Crest length was estimated because $l \times H_{0}$ is a measure of the amount of water that enters the longshore current zone per unit time. For a given $\alpha_{b}$ and constant $H_{b}$ and $T_{b}$, the greater is the crest length the more water that enters the longshore current zone and is available for driving the current. At times, considerable variability was noted in crest length, and the 'mean crest length' values were but crude estimates. The significance of $l$ under such circumstances is open to question. For a number of longshore current measurements, during a period of high $\bar{V}$, high $\bar{\Pi}_{b}$, and high $l$ ( $\approx 400$ meters), the mean crest length values were probably valid to within $10 \%$.

Wind velocity in the along-shore direction was one of the variables used in previous studies by Harrison and Krumbein [1964] and by Sonu et al. [1967], but it exhibited only weak correlations with $\bar{V}$. Also, local wind was not employed in the present data set because, throughout the 26 -day sampling period, winds were generally light and variable (Harrison et al. [1968], maximum speed: $11 \mathrm{~m} / \mathrm{sec}$ for 2 hours in direction of current).

## Current 'Uniformity' and Estimating $V$

An evaluation of the 'uniformity' of the long shore current was obtained from data [Harrison et al., 1968, Table 4] collected at the study site by C. J. Galvin (as part of an investigation by the U.S. Army Coastal Engineering Research Center) on the nineteenth day of the 26 -day study. For 7 hours Galvin timed the movement of balloons filled with fresh water or dye patches over a 61.0 -meter course. The upcurrent end of Galvin's measuring course overlapped, by a few meters, the course used by the author for measurements of $\bar{V}$. The $61.0-$ meter course was divided into two 30.5 -meter lengths, and the upcurrent length was further divided into two 15.3 -meter lengths. The differences in measured velocities between the first and second 15.3 -meter distances (DEL V1, Table 2) and between the first and second 30.5 -meter distances (DEL V2) were subjected to a null-hypothesis test, using the Student's $t$ distribution [Snedecor, 1965, pp. 45,56]. The results of this test (Table 2), which used time-successive velocity pairs, indicated that there was no statistical reason to reject the hypothesis that the velocities in the first and second

TABLE 2. Results of Null Test

| DEL V1 | $N=47$ | $t=1.458$ | $P=0.16$ | Null hypothesis not <br> sejected |
| :---: | :---: | :---: | :---: | :---: |
| DEL V2 | $N=32$ | $t=-0.661$ | $P>0.50$ | Null hypothesis not <br> rejected |

15.3-meter distances or in the first and second 30.5 -meter distances were the same at the $95 \%$ level of confidence. According to normal statistical usage, the null hypothesis cannot be rejected unless the $95 \%$ level is exceeded ( $P \leq 0.05$ [Snedecor, 1965, Table 2.7.1]. Thus, there is no statistical basis for assuming that the currents in different segments of the 61.0-meter course had significantly different velocities. Assuming that this statistical inference is valid, one could postulate 'uniformity,' of a sort, for the flow over the 61.0 -meter distance. This is significant in view of the slightly undulatory nature of the inshore bottom contours [Harrison et al., 1968, Figure G] during this 7-hour measurement period.

Differences in measured velocities between adjacent 15.3 -meter or 30.5 -meter segments, then, may be largely due to the varying position of the flow indicator (dye patch, balloon, etc.) relative to the mean streamlines of flow as the indicator moves across the two measurement courses. Cross-stream velocity variation is significant in a longshore current, and visual selection of the center of a dye patch can be rather subjective. Turbulence in the flow may cause movement of a flow indicator back and forth across the mean streamlines as the indicator moves from the beginning of one segment to the end of the next. This motion of the velocity indicators along path lines that cut the mean streamlines leads to an estimate of $V$, rather than a measurement of $V$ in the strict sense. It is largely for this reason that a mean of several samples of $V$, along a fixed course, is more meaningful than a single sample (or 'measurement').
An evaluation of the magnitude of the estimate of $V$, afforded by timing the speed of an indicator, was obtained by comparing the mean value for the velocity over the 61.0 -meter distance with the mean of the deviations in velocity between the two 30.5 -meter distances. The mean of the deviations in velocity between the two 30.5 -meter lengths was equal to $20 \%$ of the mean velocity over the entire 61.0 -meter length.

Because the deviations between the two 30.5meter lengths were both positive and negative, one may assume that an individual determination of $V$ is generally within $\pm 10 \%$ of the true $V$, under similar conditions. It is probably valid to apply such a value over the entire 26 -day period because the bottom topography was no more complex on days other than the day of Galvin's measurements, and his velocities were close to the average of the velocities measured in this study.

## Methods of Analysis

The procedure adopted for selecting predictors involves expressing $\bar{V}$ as a linear function of a number of variables (predictors) $X_{n}(n=1, \cdots$, $N$ ).
Thus

$$
\begin{aligned}
\bar{V}=A_{0}+A_{1} X_{1} & +A_{2} X_{2} \\
& +\cdots A_{n} X_{n}+\cdots A_{N} X_{N}
\end{aligned}
$$

where the coefficients $A_{n}(n=0, \cdots, N)$ are determined by the method of least squares.
One limitation of the linear analysis is that some variables that have only a small linear effect may becone quite strong in a model that explicity includes nonlinear effects. It is also true, however, that the linear model is generally the best one for initial work with many variables.

The 'screening procedure' [cf. Miller, 1958] was used for the multiregression analysis of this study. Basically, the technique is shown below.

$$
\begin{align*}
& \bar{V}=A_{1}+B_{1} X_{1}  \tag{1}\\
& \bar{V}=A_{2}+B_{2} X_{1}+C_{1} X_{2}  \tag{2}\\
& \bar{V}=A_{n}+B_{n} X_{1}+C_{n-1} X_{2}, \cdots, N X_{n} \tag{3}
\end{align*}
$$

where $A$ is constant and $B_{1}, B_{2}, C_{1}, C_{2}$, etc., are are regression coefficients.

The procedure is first to select the best single predictor ( $X_{1}$ ) for regression equation 1. The second regression equation (2) contains $X_{1}$ and $X_{2}$, which contributes most to reducing the residual after $X_{1}$ is considered. This is usually, but not always, the best subset of $X_{1}$ from the original set. In the somewhat analogous field of meteorology, however, studies have shown that by this screening procedure a highly reliable set of predictors can be selected. Sonu et al. [1967, p. 533] attempted both linear and nonlinear re-
gression techniques on a very similar set of data and concluded that 'the nonlinear regression of a product form does not necessarily improve the level of the correlation.'

## Relationship Screened

The following formulation was screened: $\bar{V}=$

$$
\begin{equation*}
f\left(\bar{H}_{b}, H_{b s}, \bar{T}_{b}, \bar{m}, \bar{l} / \bar{\Pi}_{b}, \bar{\Pi}_{b} / \bar{z}, \bar{H}_{b s} / \bar{z}, \bar{\alpha}_{b}\right) \tag{4}
\end{equation*}
$$

It is recognized that certain of the correlations, such as those involving $\bar{H}_{b}, l / \bar{H}_{b}$, and $\bar{H}_{b} / \bar{z}$ could be spurious cf. Benson, 1965], owing to the commonality of the variable $\bar{H}_{b}$. It is hoped that the $X_{i}$ with variables in common will not be selected, in the first screening run, before one each of the following $X_{i}$ are chosen: (1) a breaker height, (2) a breaker period, (3) a beach slope, and (4) a wave direction. The prime dependence of $\bar{V}$ on these four variables is mentioned by Galvin [1967, p. 288]. If predictors with variables in common are chosen in the first run, a decision will have to be made as to which of them must be excluded from the next screening run.

Results of the first screening run (Table 3) indicate the prime dependence of $\bar{V}$ on breaker angle. A much lesser dependency of $\bar{V}$ on the breaker period is noted, and relatively minor contributions of the significant breaker height and the beach slope are seen.

These results compare well with the results reported by Sonu et al. [1967], who made a linear multiregression analysis of similarly defined variables from an area of slightly complicated nearshore topography at Nags Head, North Corolina. Sonu et al. found the wave angle to be the strongest predictor by far, followed by wind velocity in the along-shore direction, wave height, bottom slope, and wave period. The results of Table 3 are

TABLE 3. Predictors Selected by Screening Process ( $N=98$ )

| Equation | Variables | $R^{2 *}$ |
| :---: | :--- | :--- |
| 1 | $\bar{\alpha}_{b}$ | 0.46 |
| 2 | $\bar{\alpha}_{b}, \bar{T}_{b}$ | 0.53 |
| 3 | $\bar{\alpha}_{b}, \bar{T}_{b}, H_{b s}$ | 0.55 |
| 4 | $\bar{\alpha}_{b}, \bar{T}_{b}, H_{b s,}, \bar{m}$ | 0.57 |

[^9]quite diffcrent from those obtained by Harrison et al. [1965], who screened offshore wave data, and it is now doubtful [cf. Galvin, 1967, p. 299] that empirical equations involving offshore wave data can have predictive value.

The prediction equation (5) for the variables in Table 3 indicates that all the $X_{i}$ are positively correlated with $\bar{V}$. The equation is

$$
\begin{align*}
\bar{V}= & -0.170455 \\
& +0.037376\left(\bar{\alpha}_{b}\right)+0.031801\left(\bar{T}_{b}\right) \\
& +0.241176\left(H_{b}\right)+0.030923(\bar{m}) \tag{5}
\end{align*}
$$

Figure 2 shows a plot of observed versus predicted values for equation 5 , using the data from which the equation was derived.

Equation 6, [Sonu et al., 1967, Table 2] is presented for comparison with equation 5.

$$
\begin{align*}
\bar{V}= & -1.39+0.06\left(\bar{\alpha}_{b}\right)-0.01\left(\bar{T}_{b}\right) \\
& +0.20\left(\bar{I}_{b}\right)+0.14(\bar{m})+0.05(W) \tag{6}
\end{align*}
$$

where $\bar{V}$ is in feet per second, $\bar{\alpha}_{b}$ in degrees, $\bar{T}_{b}$ in seconds, $\bar{H}_{b}$ in feet, $\bar{m}$ in per cent slope, and $W$ is in miles per hour. The ordering of the first four variables and the magnitudes of the constant and coefficients (when converted to the metric system) are similar to those of equation 5 . Only the role of wave period, which is negative in equation 6 , is significantly different in the two equations. Students of longshore currents are about equally divided [cf. Sonu, et al., 1967, Table 1] on the sign of the wave period in their equations for $\bar{V}$.

## Equation Testing

It is impossible to test equation 5 as adequately as might be desired with the published data [cf. Galvin and Nelson, 1967] of other field studies. Published data do not cover the entire range covered by the data of this study, and differences in the definition of some of the variables and (or) imprecision in the techniques used for measurement complicate unnecessarily the interpretation of 'test' results. A few data from Galvin and Nelson's [1967] compilation will be subjected to equation 5 , however.

The data of Putnam et al. [1949] are plotted in Figure 2. Analysis of the cluster of data points above the perfect prediction line suggests that, when wave angles are moderate $\left(5^{\circ}-15^{\circ}\right)$ but values for $\bar{T}_{b}, \bar{m}$, and $H_{b s}$ are large, the predicted longshore current velocity tends to be greater

Fig. 2. Predicted versus observed values for mean longshore current velocity, using equation 5, and results of the application of equation 5 to the field data of Putnam et al. [1949] and the laboratory data of Galvin and Eagleson [1965].
than the observed. Such an interpretation assumes that the breaker heights and periods from Putman et al. were exactly what they measured from the beach, and that the beach slopes they determined from 'soundings ... taken along the pier' were valid at the locations where current velocities were measured. Further, some of their observations of $V$ were made using a weighted plywood cross equipped with a flotation can. The intertia of such a device might lead to smaller 'obscrved' velocities than equation 5 would predict.

If equation 5 is to be tested adequately, it should be applied initially to data gathered in a similar environment and to data for variables defined and measured in a manner similar to that of this study. The unpublished data of Sonu et al. [1967], for example, would probably be suitable for testing with equation 5, although measurements of $\vec{V}$ were gathered in the vicinity of a fishing pier and $H_{b}$ was 'visually observed over the inner bar.'
Figure 2 shows the application of equation 5 to Galvin's set of independent observations of $V$ at Virginia Beach. These observations permit 'testing' of equation 5 over a limited range of synchronous data. All Galvin's 15.3 -meter values [Harrison et al., 1968, Table 4], plus all his second 30.5 -meter values, were used in computing the $V$ values of Figure 2. In all cases but one, the perfect prediction line falls within the ranges in the observed $V$ values during the several measurement intervals. The values of $V$ vary from the perfect prediction by 0.00 to $0.18 \mathrm{~m} / \mathrm{sec}$, with a mean variance of $0.10 \mathrm{~m} / \mathrm{sec}$. Many more observations of $\bar{V}$, covering a much wider range of conditions, will have to be tested in the fashion shown by Galvin's field data (Figure 2) before a reliable assessment of the predictive value of equation 5 can be obtained. If after such testing the equation is judged reliable, it may serve as a useful empirical guide for velocity predictions in similar beach environments, in the absence of a proven theory.

The laboratory data of Galvin and Eagleson's [1965] study, as listed in Galvin and Nelson [1967, Table 4], were subjected to equation 5 and are plotted in Figure 2. The three plots (Figure 2) at widest variance from the perfect prediction line are for values of $\alpha_{b}$ greater than $18^{\circ}$. Analysis of the cluster of laboratory plots below the perfect prediction line reveals that, in general, observed
values of $V$ are higher than predicted values when $\alpha_{b}$ is less than $5^{\circ}$. To what extent these discrepancies result from the inability of laboratory experiments to simulate nature is not known, but, if the experiments simulated nature perfectly, equation 5 would apply only when $\alpha_{b}$ ranged between about $5^{\circ}$ and $15^{\circ}$.

## Concluding Discussion

The most significant result of this study is probably the relative importance of the four independent variables. As in the study of Sonu et al. [1967], angle of breaker incidence is by far the most important variable influencing current velocity. The linear multiregression analysis by Sonu et al. of the field and laboratory data of Putnam et al. [1949] also showed the same result. (The $R^{2}$ values of Sonu et al. [1967, p. 529, and Table 3] are misleadingly high for the field data because of the few observations in comparison to the number of $X_{4}$ [cf. Harrison and Pore, 1967, p. 49, Figure 19].)
A secondary, but nevertheless important result of this investigation, is the appearance of a linear multiregression equation similar in kind to that derived from the field investigation reported by Sonu et al. It is possible, therefore, that this type of regression equation will find wider application than might originally have been thought. This is of importance in view of Galvin's [1967, p. 303] conclusion that 'at present the best approach to a meaningful prediction of longshore current velocity is through empirical correlation of reliable data.' Assuming then, that a multiregression equation such as (5) is worthy of additional testing or refinement, what restraints should be placed on its initial application to natural data?
Sonu et al. felt that $\alpha_{b}$ was of such overriding importance that the other variables in their empirical correlation could be ignored. Unfortunately, their one-predictor equation [Sonu et al., 1967, p. 529] does not yield a positive $V$ until $\alpha_{b}$ is greater than about $3^{\circ}$. Equation 5 , on the other hand, yields a positive $V$ when $\alpha_{b}$ is zero. The magnitude of $\bar{V}$ (when $\alpha_{b}=0$ ) varys from a minimal one $\bar{V}=0.02 \mathrm{~m} / \mathrm{sec}$ ) for small values of $\bar{T}_{b}(3.0 \mathrm{sec}), \bar{m}\left(1^{\circ}\right)$, and $H_{b}$ ( 0.3 meter $)$, to an improbably large one ( $\bar{V}=0.78 \mathrm{~m} / \mathrm{sec}$ ) for high values of $\bar{T}_{b}(10.0 \mathrm{sec}), \bar{m}\left(5^{\circ}\right)$, and $H_{b o}(2.0$ meters). Thus, although $\alpha_{b}$ may be expected to be the most important variable in determining $V$,
the use of a given empirical equation like (5) or (6) must be governed by an understanding of the range in $\alpha_{b}$ over which the equation logically will apply.

Pending analysis [cf. Harrison and Krumbein, 1964, p. 27] of nonlinear relationships between $\bar{V}$ and the $X_{i}$, and pending testing of equation 5 with data covering a side range in values of the variables, it would seem desirable to apply equation 5 only when $H_{b a}, \bar{T}_{b}$, and $\bar{m}$ fall within the ranges given in Table 1, and only when $\alpha_{b}$ is between about $2.0^{\circ}$ and $15.0^{\circ}$.
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ABSTRACT


#### Abstract

Messurement of mase physical properties auch as wet density. shear strength, water content, and grain size have been made on a large number of sediment cores collected from the North Atlantic and North Pacific Ocean basins. These samples represent several types of deep-sea sediment as well as different depositional environments within tha basins. Some degree of correlation is found between these properties and sediment type, currents, and local topography. Areas of the deep-seafloor consisting of "red clay" commonly display lower shear strengths and bulk densities than those areas blanketed by calcareous oozes. In the vicinity of the continental margins, the masa phyaical properties vary considerably as the sediment upply and depositional environment change. Sediments from carbonate environments or areas of relatively high relief normally have higher shear strenghts. This investigation has lead to delineation of various portions of the sea floor on basif of the mass physical properties and gives an indication of the range of thase parameters for submarine sediments.
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## INTRODUCTION

```
Only in recent years has much atcention been given to the wast physical or angineering properties of submsrine sediments other than to those found in harbors and in relatively shallow coastal waters. Prior to 1950, when offahore petroleum exploracion began to be important, very few data were obtained from beyond the breaker zone. Only in the past ten yeara have serious atempts been made co investigate the mass physical properties of deep-sea sediments. These studies have mainly been undertaken by marine geologista who, using the doctrine of Hutton, "the present is the key to the past", are trying to understand the depositional history of ancient marine deposits by studying the
mass properties of racent deep-sea sediments.
    Early studias by such investigators as Hamilton, 1959;
Richards, 1961, 1962; and Moore, 1962 have provided the impetus
for the increased interest more recently shown in this field of
tudy by many marine geologists and civil engineers.
    Tha marine geologist has gained a clearer undergtanding of
caveral problems by adapting soil mechanics practices co submarine
adiments. Studies of tha consolidation characteristics of deep
ea sadiments (Hamilton, 1964) have been significant in contrib-
uting to a better understanding of che depositional history in the
ocean basins since cheir formation. The requirements of various
military programs for an increaged knowledge of the sea-floor
environment alao has laad to a greater interest in the masa
properties of submarine sediments(Hamilton, et.al., 1956; Smith,
1962; and Keller, 1964).
```

```
Many of the published studies on the mass physical properties of ubmarine sediments pertain to specific relationships such as cound velocity and porosity, density and depth, consolidation and depoaitional history (Kamilton, 1956 ; gelman and Hamilton, 1963) or have discussed the mas properties of a local area (Moore and Shumway, 1959; Fiak and McClelland, 1959; Harrison, et.al.. 1964). Although only relatively few deep-sea sediment cores have been collected in the past ten years from the North Atlantic and North Pacific basins for the purpose of studying the masa phyical properties (roughly 600 to 700 cores), it is possible to now gain some insight into the range of values we can expect to find in various parts of these basins.
This paper 18 an attempt to bring together all the available data. pubiished and unpublished, pertaining to the variation of sediment type, shear strength, water content, and wet unit weight in the North Atiantic and North Pacific Ocean basins. This study 1. based on the data obtained from approximately 500 sediment core (Atlantic 300, Pacific 200) the majority of which were collected and analyzad by the U. S. Naval Oceanographic Office, data published by Moore (1962) for the North Pacific and Fisk and McClelland (1959) for the Gulf of Mexico have been incorporated in this study.
        Core samplers used to collect the sediments are those normally
used by marine geologists and leave much to be desired in the way
of providing "undisturbed samples". The coring techniques commonly
Lsed are similar to those described by the U. S. Hydrographic Office
(1955.pp. 52-65). Deficiences of these samplers have been pointed
out and attempts made to improve the quality of samples (Richards
```

```
and Kellar, 1961). Cores ueed in chis study vary in length from
12 Inches to 20 feat with an average of about sevan feet. After
considering the siza of the ocean basins and the relatively short
langtha of the coras, it was dacided to average the respactiva
paramater values over the entire length of each core. This was
done aftar critically evaluating the data snd removing any values
that were obviously in error as a result of the sampling or
testing procadures. The data presented here ahould be considered
as representing an aversge valua for the upper few feet of the
ea floor. Studies involving the variation of these properties
With depth have been presented elsewhere (Richards, 1962; Harrison
et.al. 1964; Moore, 1964) and wil1 not be discussed.
    NORTH ATLANTIC AND NORTH PACIPIC BASINS
    Although the North Atlantic and North Pacific Ocean basins
are major ocaan basina, the sea floor undarlying these areas
differ considerably from each other. The Atlantic is a much
smaler basin (approximately half the area of the pacific) and as
suct. is influanced more by runoff from the surrounding land masses
than 1s the Pacific. Bottom topography is notably diffarant in
the two basins. The Atlantic basin is more or less saparated
into east and wast halvas by tha Mid-Atlantic Ridge with somewhat
similar copography on eithar side of the ridge. On the other hand,
tha Pacific basin hss numarous ridges, tranches, scarps, island
chains and seamounts all of which play an imporiant role in che
deposition of che sadimants. The mean depth of the pacificits
greater than that of the Atlantic which is also a factor influencing
tha sadimant distribution. The eignificance of thasa diffarances as
related to tha mase physical propertias is discusasd below.
```


## SEDIMENT TYPES

The sediment distribution shown in Figures 1 end 2 is based mainly on data obtained from the files of the U. S. Naval Oceenographic office and supplemented by the work of Arrhenius (1963). For the purpose of this sudy the sediment types heve been divided into six classest (1) fluvial-marine (sand-silt) representing the coerser fraction (larger than 0.016 mm ) ; (2) fluvielmarine (silt-clay) thefiner fraction (smaller than 0.016 mm) of material derived from terrestrial drainage; (3) "red cley" is e termepplied to inorganic pelagic cleys which vary considerebly in color, but are usually chocolate brown; (4) celcereous ooze is used here to define sediment composed of at least 30 percent calcium cerbonate which is in the form of seletal materiel from various planktonic animals and plantsi (5) celcereous send end sit consist of shell fragments and coreline debris of send end silt-size particles; (6) siliceous oozes are deposits containing 30 percent or more of siliceous skeletel materiel derived from either diatoms or radiolarians.

Pelagic sediments of tha North Pacific show severel conspicuous differences from those of the North Atlentic besin (Figs. 1 and 2). The percentege of sea floor covered by "red clay" is at least four times thet found in the North Atlantic. These deposits are indicative of very slow retes of deposition and frequently reflect the remoteness of land arees to the Pecific Oceen. Approximetely 10 to 15 percent of the Pacific is at leest 930 miles from the neerest land such aress are almost absent from the Atlantic.



```
Lack of calcium carbonate deposits over a major part of the North
Pacific sea flooz may be attributed to various circumstances. The
great depths in some areas result in the dissolution of the cel-
careous skeletons before they cen reach the sea floor. Celcium
carbonate is seldom found at depthe greater then 12,000 ft. In
other areas where the carbonate particles do reach the oceen floor,
the rate of sedimentacion is often so slow that the cerbonetes are
exposed much longer to the corrosive action of the deep weters
and are then dissolved before they can be buried.
    In contrast to the Pacific, the greater influx of terrigenous
sediment and the shallower depths in the Atlantic result in the
deposition and burial of the carbonate particles before they cen
be dissolved. Siliceous oozes are almost absent from the North
Atlantic, but are found over extensive arees of the pacific.
These deposits frequently occur in areas where the dissolution of
calcium carbonate exceeds its production as well as in regions
Where the accumulation of siliceous skeletons is greater then
that of "red clay".
    River inflow from the bordering land arees is much more
significant in the Atlantic chan the Pacific es seen by the distri-
bution of fluvial-marine sediments. These deposites comprise a
large portion of the sea floor in the Atlantic, but are only of
importance in the most northern and far western portions of the
Pacific. The differences between che North Pacific and North
AElantic basingere also vident from etudy of the engineering
properties of the sediments which is discussed in the following
sections.
```
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        SHEAR STRENGTH
    Sedimant cores used in this study were composed essentially
Of fine grained cohesive material with a few stringers of fine
sand occurring in a mall number of the samples. Shear strength
of a cohesive sediment is function of the cohesion and internal
friction of the material and the effective stress mormal to the
shase plane, more simply expressed as:
    s=c+\overline{\sigma}\operatorname{tan}\emptyset
where c is the cohesion, = is the effective stress and is the
angle of internal friction. Fine grained, saturated sediments
stressed without loss of pore water behave with respect to the
applied load as if they were cohesive materials without any internal
friction (% 0). In this instance, shear strength chen is equal
to cohesion (s a c). For more detalled discussion of shear
ctrength the reader is referrad to such soll mechanics cexts as
those by Terzaghi and Peck (1948, p. 87) and Taylor (1948, p. 362).
    Measurement of shear strangth wss made mainly by either of
two methods: the laboracory vane ahear or the unconfined compression
test. The vane shear tachnique provides a rather simple yer suitable
cest for the relarively soft submarine sediments. In some instances,
1t was the only test thar could be used because of the very low
shear strengths encountered. This cest is made by inserting a small
four-bladed vane into the ample and applying an increasing corque
until shear occurs (Evang and Sherrsct, 1948; Richards, 1961).
    Unconfined compression cests were made on many of the more
cobesive samples. The test procedure is similar in principle to
the tanderd cast describad in various soil mechanice texts.
```
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However, both the equipment and procedure were modified slightly to
accommodate the relatively weak submarine sedimenta (Richards, ls6l).
For the purpose of this study, the sediments were considered to be
clays or materials beheving like clays and the shear strength was
taken es one-half of the unconfined compressive strength.
    Average sheer strength velues in the ocean basina range from
less than 0.5 to 2.5 psi for the upper few feet of sea-floor
sediments (Figs. 3 and 4). Sediments with a shear strength of
0.5 to l.0 psi appear to predominate in the North Atlantic basin.
Sheer strengths of l.0 to l.5 psi are the highest observed in the
North Atlantic end are associated with calcareous deposits. Values
of lesa than 0.5 pai ere often found in coastal areas where local
dreinage or currenc conditione strongly influence the depositional
environment. In these arees, minor changes in the environment can
result in significant varietions in the masa properties of the
gediments. Other areas of low shear strength are found in associ-
ation with "red clay" deposits and in pockets of sediment along
the Mid-Atlentic Ridge. The most prominent portion of the Atlantic
basin displsying shear atrengths of less than 0.5 pai is that east
of Greenland. As shown by these valuea, (Fig. 3) and other
observations to be discussed later, this section of the sea floor
differs considerably from orher portions of the North Arlantic.
This pereicular depositional environment is probably influenced
considerebly by e large current gyral composed primarily of the
north-flowing Norwegian Current on the eset and che south-flowing
Esst Greenlend Current to the west. Sediment influx from Green-
land and the Arctic undoubtedly are also an important influence
on the sedimentary characteristics of this area.
```
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    In contrast to the North Atlantic, large portions of the
North Pecific see floor are covared with sediments whose average
shear strength is less than 0.5 psi. These areas coincide closely
with the distribution of "red clay" and comprise major portion
of the sea floor. Localities of higher shear strength occur within
the area of low shear strength as result of changes in bottom
topography influencing tha depositional environment. Local currents
in and around ropographic featurea can account for changes in the
distribution of certain sediment properties. It has been found
that on topographic "higha" shear strangtha are slightly higher
than in the surrounding areas(R. J. Smith, personal communication).
This may be attributed to the winnowing effect of currents which
tend to keep the "highs" free of softer sediments.
    Shear strength values are generally higher along the margina
Of the basin and in the lower latitudes. Coarser sediments and
shallower water deptha, normally found closer to land, account for
the general pattern shown in Figure 4. In arees of increased cal-
cium cerbonete, such es the low latitudes, shear strength is also
found to increase. The highest range of values 2.0 to 2.5 psi
observed thus far occur in the calcareous oozes of the Pacific
basin (Fig.4).
    A comparison of the overall data preaented in Figures 3 and 4
indicates that North Atlantic sediments possess relatively higher
sharetrengthe than do those of the North Pacific. It is also
avident from these deta, that the North Pacific basin can be
divided into two sedimentary provinces, each distinctly different
from the other. The northern portion consists of sediment
```
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poseesing etrengtha ranging from 0. 25 to 0.5 psif in the lower
letituder, values of 1.0 to l.5 pei predominate. The North Atlantic
doee not display these eedimentary provincea except for the area
east of Greenland diecuseed earlier.
WATER CONTENT
Water content used here ig the ratio, expressed as a percent, of the weight of water to the weight of oven dried ( \(110^{\circ} \mathrm{C}\) ) solids In given cediment mat. The procedure for chis decermination is deccibed in mott texts dealing with soil mechanics and is not discused. In a few inetancee. when ediment cores were not enalyzed immediately after they were taken, or the core liners were not coated with an impervious wax, the meatured water content values may be lower than one would actually find in place. As shown by Keller, et.al. (1961), the clear pleatic liners used in deep-sea coring devices are not impervious to water and moisture loes does take place through the wall of these liners. The averaging aproach used in thit cudy hae reduced any such errors to minimum.
Water content value in the North Atlantic range from 30 to 175 percent, but more commonly are between 50 and 100 percent (Fig. 5) . The reletively high water contentefoundin the vicinity of Newfoundland and Nove Scotia undoubtedly result from the influence local drainage and current conditione have on the depositional enviromment. The petcher of low end high water content material observed in the baein are probebly releted to arees where topographic irregularitiee in the ceatoor etongly influence the currente. Sufficient data are, however, not evalleble to
```
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adaguataly diecusa tha rasson for tha prasanca of theac isolated
daposite. Tha aras aset of Gramaland is uniqua, In that ooma of
tha lovast obsarved watar contants in tha North Atlantic are
tound thara.
    In tha North Pacific, watar contante ara ganarally highar
than thosa raportad for tha North Atlantic. Watar contant variae
from 50 to 37S parcant, but mora fraquantly rangas from lo0 to
200 parcant (IIg. 6). Tha highar valuag ara oftan found in
acociation vith "rad clay" deposits, wharase, calcaraous sedimenta
and thosa dapositad in local coastal arase appase to posease
raletivaly lov watar contante. Thie le probably a rasult of
graln elza variation; tha flna-gralnad sadimante poseces high
vatar contant, wharaas, tha coaraar carbonata matarial and coestal
sadisanta hava ralativaly low watar contanta. This ralationahip
In cubmarina cadimante was discuesad by Richards and keller (1962).
This lina of ra*eoning can al:o ba usad whan comparing tha North
Atlantic to tha North Pacific. North Pacific sadimanta on the
whola ara flnar grainad than those of the North Aclantic and aleo
display bighar vatar contante.
                                    WET UNIT WEIGGT
    Wat unit waight or wat bulk dansity is tha vaight per unit of
toral voluma of sadimant mace. Samplag taken from the gea floor
ara afficiantly closa to loo parcant amturation to allov use of
tha carmeaturatad unit valght, which le the in-place bulk deneity.
It I* that valua vhich is raportad hare.
```



```
Bulk dansitias are sifgely higher in tha North Atiantic relative to the North Pacific. Sediment densities of 94 to 109 pcf. constitute major portion of tha Atlantic seafloor, whares, extensive regions of the pacific are covered with sediments ranging in denaity from 79 to 94 pcf. ( \(\mathrm{Fig}_{\mathrm{g}} \mathrm{f}, 7\) and 8) . Aress of relatively low density material - less than 78 pcf. have been found in the North Pacific, but as yet have not baan observed in the North Atlantic. These low densitias are comon to areas of "rad clay". The low values occurring in tha vicinity of \(3^{\circ} \mathrm{S}\) and \(170^{\circ} \mathrm{W}\) may possibly be attributed to the particular depositional environment caused by the numerous islands found in that area. Other araas of low density meterial are aseciated with the relatively flat abyssal floor which rules out the posifility of bottom topography influencing the depositional environment in these particular areas. No explenation is readily availablefor the occurrance of thesa low density sediments. The areal extent of these lower density sediments will undoubtedly incrase as additional data become available.
The distribution of 94 to 109 pcf. valuas around the margin of the Pacific is based on tha extrapolation of deasity and sediment type observations from the South China Sea and from off California.
The highest densities observed ere those east of Greaniand where values as high as 125 pcfe are reported. This unique area of relatively high densities can most likely be correlated with an influx of heavy minerale from Graenland and Veatepitebergen. This has not been verified by heavy mineral analyses of the sediments.
```





#### Abstract

Observations mada thus far how claarly direct relationship betwaen sediment type and the mase physical properties as migt be expected. A direct relationship between mase properties and uch fectore water depth or ocean currante 1 eleo observad la some areas. The isolated patches of various perameters asen in pigures 3 through 8 cang, with degree of certainty, be attributed to the Influence of local bottom topography and currente although there may not be any change in the adimant type in the araa of theae variations.

In addition to the baic relationships batween uch parameters, as cohesion, water content, and bulk density, which have been discused by verious athors, (Tarzaghi and Pack, 1948; Hamilton and Menard, 1956; and Richerds, 1962), some generalizations can be mede besed on the present tudy. The extenaive "red clay" deposite commonly posases high watar content, but low hear etrength and bulk density, Exceptiona to this are usually in ereas effected by variation in the saffloor topogrephy. Celcereous deposite are more or lese the opposite with relatively low water content, but with high shear atrength and bulk density. The preance of varioua types of akeletal debris along with the cementation characteristics of certain calcareous deposite accounts stongly for wide varietion of mass properties from one deposit to another.

Mass properties in coastal areas vary considerably from aree to erea because of the influence that local dreinage and currents have on the depoitional environment. In the vicinity of major rivers shear etrength and bulk density are relatively low, whereas, water content values are higher than those found on the deep-aeefloor.


```
    The area aast of Greenland deaervee epecial mention because
Of ite noticeable difference from the other areas atudied. This
area is a mall basin in itself and is etrongly influenced by both
currents and inflow of sediment from the adjecent lend masses.
The low water content and high bulk deneity values cen be attrib-
uted to the generally coarse, heavymmineral-rich deposits found in
this basin. The presence of relatively low shear gtrength values
In thif same area cennot readily be explained. The low atrength
value: are generally found in conjunction with cleyey sedimenta
which possess high water content and low deneities. The possi-
bility thet these samples were overly disturbed cannot be ruled
out.
The data presented here now gives ome indication of the range of mass physicel property values we can expect tofind in the surface gedimente - one to ten feet - of the North Pacific and North Atlantic baoins.
In areas where data are not avallable, the values ghown are extrapolated from known values occurring in similar aediments and water depths. It must be noted that relatively crude ampling cechniques were used in obtaining most of the sediment samples. Shear etrength values are reduced considerably as the amount of ample disturbance increases. Although meny of the samples were collected with improved coring devices uch a chey Hydro-plastic corer (R1chards and Keller, 1961), the amples are far from being undisturbed. With the advent of \(1 n-p l a c e\) measurements on the seafloor by means of instruments such ag the nuclear ediment density probe (Keller, 1965), 1t can be expected that significant
```

```
discrepences will be found when comparing these new data with
those svallable todey.
```

It is anticipated that more data ara collected, the distribution patterns of thase various parmaters will increase in complexity. The Atiantic Ocean, with its mid-ocean ridge and great influx of terriganous sediment, will display a much greater variation and complexity than presently geen. On the other hand, ralativaly iftela changa in the distribution pattern is expected over much of the North pacific as a result of the more uniform depositional environment. Graater lateral variation than is presentiy obsarvad can also ba expected in the low latitudes of the outhwest North Pacific whera numerous isiands and trenches 1ntertupt the sea floor.

SUMMARY

Although the 500 sediment cores used in this study represent only amall portion of the North Atiantic and North Pacific sea floor, it is possible to gain some insight into the values and distribution of various mass physical properties and the range of values thet can be axpected in these basins.

1. Sediment types vary considersbly between the North Atiantic and North Pacific basing. The vastness and remotaness of the Notth Pacific as well as its great depth is clearly reflected in the extensive deposits of "red clay", which are considered to be an indication of very slow rate of deposition. Sediments of the smallar North Atlantic basin tend to be coarser and possest higher percentages of calcium carbonate as
```
    shown by the vest deposits of fluviel-merine end
    celcereous ooze deposite. Thie se ettributed, in
    pert, to the extensive dreinege into the Atlentic
    and to the raletivaly shellow water depths found
    there es compered to the Pecific Ocean, Slliceoue
    oozes ere noticeebly beent from the North Atlentic,
    but do occur in eome portions of the Pecific.
    2. Sheer etrength veriee from 0.25 to 2.5 pei, but more
        commonly is within renge of 0.5 to 1.5 poi. In
        comperison, eedimenta of the North Atlentic eppeer
        to be slghely etronger then thoee of the North Pecific.
    3. Weter content veriea from 50 to 375 percent, end renges
        between 50 end 100 percent in the North Atlentic end
        between 100 to 200 percent in the North Pacific. The
        finer Pecific sediments possesse coneiderebly higher
        weter content then the reletively coereer eedimente
        of the North Atlentic.
    4. Sediment bulk deneltieg ere found to renge from 74 to
        125 pef., but more frequently very from 78 to 109 pef.
        Bulk densities ere generelly lower in the North Pecific,
        (78 to 94 pcf.) then in the North Atlentic, (94 to 109
        pcf.).
    The dete presented here cleerly reflect the contreeting depo-
|itsonel environment of the North Atlentic end North Pecific beeine.
The remotenese of the Pecific besin to lend erees is indiceted by
the sxtensive deposits of "red cley". These sedimente poseses
reletively high weter contente, but low sheer etrengthe end bulk
densities. Cerbonete deposite in the low letitudes of the Pacific
```

```
generally display higher shear strengthe and densities, but lower
weter contents than tha "red clay" to the north.
    In contraet to the Pecific, the North Atlantic sedimenta
posesse lower weter contents, but higher shesr etrengths and
bulk densitiag. Although this study ghowe e rather almple dis-
tribution pattern for the various paremeters in the North Atiantic,
1t 1s expectad that this will incraase in complexity as more
data become available.
```
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#### Abstract

Measurements of mass properties (bulk density, porosity, cohesion, water content, and grain size) have been made on a large number of sediment cores collected from various portions of the Atlantic and Pacific oceans. These samples represent several types of deep-sea sediment as well as different depositional environments within the basins. Some degree of correlation is found between these properties and sediment type, currents, and local topography. Portions of the Pacific sea floor consisting of "red clay" commonly display lower cohesion and bulk density, but higher water contents than those areas blanketed by calcareous oozes. This relationship is not as clearly defined in the Atlantic basin. Atlantic sediments are found to be denser and stronger (greater cohesion) than those of the Pacific. In contrast, such properties as water content and porosity are usually higher in the Pacific than in the Atlantic. In the vicinity of the continental margins, the mass physical properties vary considerably as the sediment supply and depositional environment change. Sediments from carbonate environments or areas of relatively high relief normally possess greater cohesion. This investigation has led to a delineation of various portions of the sea floor on a basis of the mass physical properties and gives an indication of the range of these parameters for deep-sea sediments.


## Introduction

Only in reeent years has much attention been given to the mass physieal or engineering properties of submarine sediments other than to those found in harbors and in the relatively shallow coastal waters. Prior to 1950, when offshore petroleum exploration began to be important, very few data were obtained from beyond the breaker zone. Only in the past ten years have serious attempts been made to investigate the mass physical properties of deep-sea sediments. These studics have mainly been undertaken by marine geologists, who, using the doctrine of Hutton, "the present is the key to the past", are trying to understand the depositional history of aeient marine deposits by studying the mass properties of recent deep-sea sediments.

Early studies by such investigators as Hamilton, 1959; Richards, 1961, 1962; and Moore, 1962 have provided the impetus for the increased interest more recently shown in this field of study by many marine geologists and civil engincers.

The marine geologist has gained a elfarer understanding of several problems
by adapting soil mechanics practices to submarine sediments. Studies of the consolidation characteristics of deep-sea sediments (Hamilton, 1964) have been significant in contributing to a better understanding of the depositional history in the ocean basins since their formation. The requirements of various military programs for an increased knowledge of the sea-floor environment also has lead to a greater interest in the mass properties of submarine sediments (Hamilton et al., 1956; Smith, 1962; and Keller, 1964).

Many of the published studies on the mass physical properties of submarine sediments pertain to specific relationships such as sound velocity and porosity, density and depth, consolidation and depositional history (Hamilton, 1956; Igelman and Hamilton, 1963) or have discussed the mass properties of a local area (Moore and Shumway, 1959; Fisk and McClelland, 1959; Harrison et al., 1964). Although only relatively few deep-sea sediment cores have been collected in the past ten years from the North Atlantic and North Pacific Basins for the purpose of studying the mass physical properties (roughly 600 to 750 cores), it is possible now to gain some insight into the range of values we can expect to find in various parts of these basins.

This paper is an attempt to bring together all the available data, published and unpublished, pertaining to the variation of sediment type, shear strength, water content, wet unit weight and porosity in the North Atlantic and North Pacific Ocean basins. This study is based on the data obtained from approximately 500 sediment cores (Atlantic 300, Pacific 200) the majority of which were collected and analyzed by the U.S. Naval Oceanographic Office. Data published by Moore (1962) for the North Pacific and Fisk and McClelland (1959) for the Gulf of Mexico have been incorporated in this study.

Coring devices used to collect the samples are those normally used by marine geologists and leave much to be desired in the way of providing "undisturbed samples". The coring techniques commonly used are similar to those described by the U. S. Navy Hydrographic Office (1955, pp. 52-65). Deficiences of these samplers have been pointed out and attempts made to improve the quality of samples (Richards and Keller, 1961). Cores used in this study vary in length from 30 cm to 3.7 m with an average of about 2 m . After considering the size of the ocean basins and the relatively short lengths of the cores, it was decided to average the respective parameter values over the entire length of each core. This was done after critically evaluating the data and removing any values that were obviously in error as a result of the sampling or testing procedures. The data presented here should be considered as representing an average value for the upper 2.0 to 2.5 m of the sea floor. Studies pertaining to the variation of the mass properties with depth have been presented elsewhere (Richards, 1962; Harrison et al., 1964; Moore, 1964) and will not be discussed here.

## North Atlantic and North Pacific basins

Ulthough the North Atlantic and North Pacific Ocean basins are major ocean basins, the sea floor underlying these areas differ considerably from each other. The Atlantic is a much smaller basin (approximately half the area of the Pacific) and as such is influenced more by runoff from the surrounding land masses than is the Paeific. Bottom topography is notably different in the two basins. The Atlantic basin is more or lcss separated into east and west halves by the MidAtlantic Ridge with somewhat similar topography on either side of the ridge. On the other hand, the Pacific basin has numerous ridges, trenches, scarps, island chains and seamounts all of which play an important role in the deposition of the sediments. The mean depth of the Pacific is greater than that of the Atlantic which is also a factor influeneing the sediment distribution. The significance of these differenees as related to the mass physical properties is discussed below.

Fig. 1


## Sediment types

The sediment distribution shown in Figures 1 and 2 is based mainly on data obtained from the files of the U.S. Naval Oceanographic Office and supplemented by the work of Arrhenius (1963). For the purpose of this study the sediment types have been divided into six classes: (1) fluvial-marine (sand-silt) representing the


Fig. 2
coarser fraction (larger than 0.016 mm ); (2) fluvial-marine (silt-clay), the finer fraction (smaller than 0.016 mm ) of material derived from terrestrial drainage; (3) "red clay" is a term applied to inorganic pelagic clays which vary considerably in color, but are usually chocolate brown; (4) calcareous ooze is used here to define sediment composed of at least 30 per cent calcium carbonate which is in the form of skeletal material from various planktonic animals and plants; (5) calcareous sand and silt consist of shell fragments and coralline debris of sand and silt-size particles; (6) siliceous oozes are deposits containing 30 per cent or more of siliceous skeletal material derived from either diatoms or radiolarians.

Pelagic sediments of the North Pacific show several conspicuous differences from those of the North Atlantic basin (Figs. 1 and 2). The percentage of sea floor covered by "red clay" is at least four times that found in the North Atlan-
tic. These deposits are indicative of very slow rates of deposition and frequently reffect the remoteness of land areas to the Pacific Ocean. Approximately 10-15 per cent of the Pacific is at least 1500 km from the nearest land; such areas are almost absent from the Atlantic. Lack of calcium carbonate deposits over a major part of the North Pacific sea floor may be attributed to various circumstances. The great depths in some arcas result in the dissolution of the calcarcous skeletons before they can reach the sea floor. Calcium carbonate is seldom found at depths greater than 3.7 km . In other areas where the carbonate particles do reach the occan floor the rate of sedimentation is often so slow that the carbonates are exposed much longer to the corrosive action of the deep waters and are then dissolved before they can be buried.

In contrast to the Pacific, the grcater influx of terrigenous sediment and the shallower depths in the Atlantic result in the deposition and burial of the carbonate particles beforc they can be dissolved. Siliceous oozes are almost absent from the North Atlantic, but are found over extensive areas of the Pacific. These deposits frequently occur in areas where the dissolution of calcium carbonate exceeds its production as well as in regions where the accumulation of siliceous skeletons is greater than that of "red clay".

River inflow from the bordering land areas is much more significant in the Atlantic than the Pacific as seen by the distribution of fluvial-marine sediments. Thesc deposits comprise a large portion of the sea floor in the Atlantic, but are only of importance in the most northern and far western portions of the Pacific. The differences between sediments in the North Pacific and North Atlantic basins are also evident from a study of the engineering properties which is discussed in the following sections.

## Shear strength

Sediment cores used in this study were composed essentially of fine grained cohesive material with a few stringers of fine sand occurring in a small number of the samples. Shear strength of a cohesive sediment is a function of the cohesion and internal friction of the material and the effective stress normal to the shear plane, more simply exprcssed as:

$$
s=c+\bar{\sigma} \tan \Phi
$$

where $c$ is the cohesion, $\bar{\sigma}$ is the effective stress and $\Phi \mid$ is the angle of internal friction. Fine grained, saturated sediments stressed without loss of pore watcr behave with respect to the applied load as if they were cohesive materials without any internal friction ( $\Phi=0$ ). In this instance, shear strength then is equal to cohesion $(s=c)$. For a more detailed discussion of shear strength the reader is referred to such soil mechanics texts as those by Terzaghi and Peck (1948, p. 87) and Taylor (1948, p. 362).

Measurement of shear strength was made by either of two methods: the laboratory vane shear or the unconfined compression test. The vane shear technique provides a rather simple yet suitable test for the relatively soft submarine sediments. In some instances, it was the only test that could be used because of the very low shear strengths encountered. This test is made by inserting a small four-bladed vane into the sample and applying an increasing torque until a shear occurs (Evans and Sherratt, 1948; Richards, 1961).

Unconfined compression tests were made on many of the more cohesive samples. The test procedure is similar in principle to the standard test described in various soil mechanics texts, however, both the equipment and procedure were modified slightly to accommodate the relatively weak submarine sediments (Richards, 1961). For the purpose of this study, the sediments were considered to


Fig. 3
be clays or materials behaving like clays and the shear strength was taken as onchalf of the unconfined compressive strength.

Average shear strength values in the occan basins range from less than $35 \mathrm{~g} / \mathrm{cm}^{2}$ to $175 \mathrm{~g} / \mathrm{em}^{2}$ for the upper 1 to 7 meters of the sea floor (Figs. 3 and 4). Sediments with a shear strength of 35 to $70 \mathrm{~g} / \mathrm{cm}^{2}$ appear to predominate in the North


Fig. 4
Atlantie basin. Shear strengths of 70 to $105 \mathrm{~g} / \mathrm{cm}^{2}$ are the highest observed in North Atlantic and are associated with calcareous deposits or those high in calcium carbonate. Values of less than $35 \mathrm{~g} / \mathrm{cm}^{2}$ are often found in coastal areas where local drainage or current conditions strongly influence the depositional environment. In these areas, minor changes in the environment result in significant variations in the eharacteristics of the sea floor. Other areas of low shear strength are found in association with "red clay" deposits and in pockets of sediment along the Mid-Atlantic Ridge. The most prominent portion of the Atlantic basin displaying shear strengths of less than $35 \mathrm{~g} / \mathrm{cm}^{2}$ is that cast of Grecnland. As shown by these values (Fig. 3) and other observations to be discussed later, this section of the sea floor differs considerably from other portions of the North Atlantic. This particular depositional environment is probably influenced considerably by a large current gyral composed primarily of the north-flowing Nor-
wegian Current on the east and the south-flowing East Greenland Current to the west. Sediment influx from Greenland and the Arctic undoubtedly is also an important influence on the sedimentary eharacteristics of this area.

In eontrast to the North Atlantic, large portions of the North Paeifie sea floor are covered with sediments whose average shear strength is less than $35 \mathrm{~g} / \mathrm{cm}^{2}$. These areas coincide closely with the distribution of "red elay" and comprise a major portion of the sea floor. Localities of higher shear strength oeeur within the area of low shear strength as a result of changes in bottom topography influencing the depositional environment. Local currents in and around topographic features can aceount for ehanges in the distribution of certain sediment properties. It has been found that on topografie "highs" shear strengths are slightly higher than in the surrounding areas (R. J. Smith, personal communieation). This may be attributed to the winnowing effeet of eurrents which tend to keep the "highs" free of softer sediments.

Shear strength values are generally higher along the margins of the basin and in the lower latitudes. Coarser sediments and shallower water depths, normally found eloser to land, aecount for the general pattern shown in Figure 4. In areas of increased caleium earbonate, sueh as the low latitudes, shear strength is also found to inerease. The highest range of values - 140 to $175 \mathrm{~g} / \mathrm{em}^{2}$ - observed thus far oceur in the calcareous oozes of the Pacific basin (Fig. 4).

A comparison of the overall data presented in Figures 3 and 4 indicates that North Atlantic sediments possess relatively higher shear strengths than do those of the North Paeifie. It is also clear from these data that the North Pacifie basin can be divided into two sedimentary provinces, eaeh distinctly different from the other. The northern portion eonsists of sediment possessing strengths ranging from 17 to $35 \mathrm{~g} / \mathrm{cm}^{2}$; in the lower latitudes values of 70 to $105 \mathrm{~g} / \mathrm{cm}^{2}$ predominate. The North Atlantie does not display these sedimentary provinces exeept for the area east of Greenland diseussed earlier.

## Water content

Water content used here is the ratio, expressed as a per cent, of the weight of water to the weight of oven dried $\left(110^{\circ} \mathrm{C}\right)$ solids in a given sediment mass. The procedure for this determination is deseribed in most texts dealing with soil mechanies and is not diseussed. In a few instances, when sediment cores were not analyzed immediately after they were taken, or the core liners were not coated with an impervious wax, the measured water content values may be lower than one would aetually find in place. As shown by Keller et al. (1961), the elcar plastie liners used in deep-sea coring deviees are not impervious to water and moisture loss does take place through the walls of these liners. The averaging approach used in this study has reduced any such errors to a minimum.

Water content values in the North Atlantic range from 30 to 175 per eent, but
more commonly are between 50 and 100 per cent (Fig. 5). The relatively high water contents found in the vicinity of Newfoundland and Nova Scotia undoubtedly result from the influence local drainage and current conditions have on the depositional environment. The patches of low and high water content material observed in the basin are probably related to areas where topographic irregularities in the sea floor strongly influence the currents. Sufficient data are, however, not available to adequately discuss the reason for the presence of these isolated deposits. The area east of Greenland is unique, in that some of the lowest observed water contents of the North Atlantic are found there.

In the North Pacific, water contents are generally higher than those reported for the North Atlantic. Water content varies from 50 to 375 per cent, but most frequently ranges from 100 to 200 per cent (Fig. 6). The higher valucs are often found in association with "red clay" deposits, whereas caleareous sediments and

Fig. 5

those deposited in local coastal areas appear to possess relatively low water contents. This is probably a result of grain size variation; the fine-grained sediments possess high water content, whereas the coarser carbonate material and coastal sediments have relatively low water contents. This relationship in submarine sediments was discussed by Richards and Keller (1962). This line of reasoning
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can also be used when comparing the North Atlantic to the North Pacific. North Pacific sediments on the whole are finer grained than those of the North Atlantic and also display higher water contents.

## Wet unit weight

Wet unit weight or wet bulk density is the weight per unit of total volune of a sediment mass. Samples taken from the sea floor are sufficiently close to 100 per cent saturation to allow use of the term saturated unit weight, which is the inplace bulk density. It is that value which is reported here.

Bulk densities are slightly higher in the North Atlantic rclative to the North Pacific. Sediment densitics of 1.50 to $1.75 \mathrm{~g} / \mathrm{cm}^{3}$ constitute a major portion of the

Atlantic sea floor, whereas extensive regions of the Pacific are covered with sediments ranging in density from 1.25 to $1.50 \mathrm{~g} / \mathrm{cm}^{3}$ (Figs. 7 and 8). Areas of relatively low density matcrial - less than $1.25 \mathrm{~g} / \mathrm{cm}^{3}$ - have been found in the Pacific, but as yet have not been obscrved in the North Atlantic. These low densities are common to areas of "red clay". The low values occurring in the vicinity of $3^{\circ} \mathrm{S}$ and $170^{\circ} \mathrm{W}$ possibly may be attributed to the particular depositional environment caused by the numerous islands found in that area. The other areas of low density material are associated with the relatively flat abyssal floor which rules out the possibility of bottom topography influencing the depositional environment. No explanation is readily available for the occurrence of these low density sediments. The areal extent of these lower density scdiments will undoubtedly increase as additional data bccome available.

The distribution of 1.50 to $1.75 \mathrm{~g} / \mathrm{cm}^{3}$ values around the margin of the Pacific

Fig. 7

is based on the extrapolation of density and sediment type observations from the South China Sea and from off California.

The highest densities observed are those east of Greenland where values as high as $2.0 \mathrm{~g} / \mathrm{cm}^{3}$ are reported. This unique area of relatively high densities can be most likely correlated with an influx of heavy minerals from Greenland and Vestspitsbergen. This has not been verified by heavy mineral analyses of the sediments.


Fig. 8

## Porosity

Porosity is the ratio of the volume of voids (pores) in a given mass to the total volume of the sediment mass. Based on the measured water content, bulk density and grain specific gravity values, the void ratio, $e$, (the ratio of the volume of the voids to the volume of the solids) can be calculated. Porosity, $n$, is then simply determined using the relationship

$$
n=\frac{100 e}{1+e}
$$

Porosity of submarine sediments is found to range from 40 to 90 per cent, but
commonly ranges from 60 to 80 per eent. Extreme values can be found, but are relatively rare. Maximum porosity of a mass of similarly paeked spheres of uniform size is 74 per eent regardless of size. Actual sediments are not spheres nor do they generally eonsist of one grain size. Small grains between large ones tend to reduce porosity and the presence of flat grains tend to inerease porosity. Clayey sediments comprise a major portion of the sea floor and because these sediments have large surface areas and are predominantly flat grained, porosity is usually high.

Sediment porosity values seldom exceed 70 per eent in the North Atlantic and more frequently are lower than 65 per cent (Fig. 9). The relatively high values are found mainly associated with fine sediments, whereas the lower values frequently oceur in conjunction with coarser deposits. This is a erude relationship at best and eaution must be used when applying this generalization.

Fig. 9


In the North Pacific, porosity values are commonly higher than those observed in the Atlantic. Porosities of 70 per cent or greater are observed over much of the North Pacific basin. Lower values appear mainly along the coastal margin or in areas where water depths are relatively shallow (Fig. 10). No correlation can be made between porosity and sediment type from the available data, other than to say calcareous oozes appear to have a lower porosity than do "red clays".


Fig. 10

## Discussion

Observations made thus far show clearly a direct relationship between sediment type and the mass physical properties as might be expected. A direct relationship between mass properties and such factors as water depth or ocean currents is also observed in some areas. The isolated patches of various parameters seen in Figures 3 through 10 can with some degree of certainty be attributed to the influence of local bottom topography and currents although there may not be any change in the sediment type in the area of these variations.

In addition to the basic relationships between such parameters as cohesion, water content, bulk density and porosity which have been discussed by various authors, (Terzaghi and Peck, 1948; Hamilton and Menard, 1956; and Richards,

1962 ), some generalizations can be made based on the present study. The extensive "red clay" deposits commonly possess high water content and porosity, hut low shear strength and bulk density. Exceptions to this are usually in areas affected by variation in the sea-floor topography. Calcareous deposits are more or less the opposite with relatively low water content and porosity, but with high shear strength and bulk density. The presence of various types of skeletal debris along with the cementation characteristics of certain calcareous deposits accounts strongly for a wide variation of mass properties from one deposit to another.

Mass properties in coastal areas vary considerably from area to area because of the influence that local drainage and currents have on the depositional environment. In the vicinity of major rivers shear strength and bulk density are relatively low, whercas porosity and water content values are higher than those found on the decp-sea floor.

The area east of Greenland deserves special mention because of its noticeable difference from the other areas studied. This area is a small basin in itself and is strongly influenced by both currents and inflow of sediment from the adjacent land inasses. The low water content and high bulk density valucs can be attributcd to the generally coarse and probable heavy-mincral-rich deposits in this basin. The presence of relatively low shear strength values in this same area cannot readily be cxplained. The low strength values are generally found in conjunction with clayey sediments which possess high water content and low densities. The possibility that these samples were overly disturbed cannot be ruled out.

The data presented here now give us some indieation of the range of mass physical property values we can expeet to find in the surface sediments -.3 to 3.3 m - of the North Pacific and North Atlantic basins.

In areas where data are not available, the values shown are extrapolated from known values occurring in similar sediments and water depths. It must be kept in mind that relatively erude sampling techniques were used in obtaining most of the sediment samples. Shear strength values are reduced considerably as the amount of sample disturbancc increases. Although many of the samples were collected with improved coring devices sueh as the Hydro-plastic corer (Richards and Keller, 1961), the samples are far from being undisturbed. With the advent of in-place measurements on the sea floor by means of instrumentation such as the nuclear sediment density probe (Kellcr, 1965), it can be expected that significant diserepancies will be found when comparing these new data with those available today.

It is anticipated that as more data are collected, the distribution patterns of these various parameters will inerease in complexity. The Atlantic Ocean, with its mid-ocean ridge and great influx of terrigenous sediment, will display a greater variation and complexity than presently seen. On the other hand, relatively little change in the distribution pattern is expected over much of the North Pacifie as a result of the more uniform depositional environment found there. Greater lateral
variation than is presently observed can be also expected in the low latitudes of the southwest North Pacific where numerous islands and trenches interrupt the sea floor.

## Summary

Although the 500 sediment cores used in this study represent only a small portion of the North Atlantic and North Pacific sea-floor, it is possible to gain some insight into the distribution of various mass physical properties and the range of values that can be expected in these basins.
(1) Sediment types vary considerably between the North Atlantic and North Pacific basins. The vastness and remoteness of the North Pacific as well as its great depth is clearly reflected in the extensive deposits of "red clay". Sediments of the smaller North Atlantic basin tend to be coarscr and possess higher percentages of calcium carbonate as shown by the vast deposits of fluvial-marine and calcareous ooze deposits. This is attributed, in part, to the extensive drainage into the Atlantic and to the relatively shallow water depths found there. Siliceous oozes are noticeably absent from the North Atlantic, but do occur in some portions of the Pacific.
(2) Shear strength varies from 17 to $175 \mathrm{~g} / \mathrm{cm}^{2}$ and commonly is within a range of 35 to $105 \mathrm{~g} / \mathrm{cm}^{2}$. In comparison, sediments of the North Atlantic appear to be slightly stronger than those of the North Pacific.
(3) Water content varies from 50 to 375 per cent, and ranges between 50 and 100 per cent in the North Atlantic and between 100 and 200 per cent in the North Pacific. The finer Pacific sediments possess a considerably higher water content than the relatively coarser sediments of the North Atlantic.
(4) Sediment bulk densities are found to range from 1.18 to $2.00 \mathrm{~g} / \mathrm{cm}^{3}$, but more frequently vary from 1.25 to $1.75 \mathrm{~g} / \mathrm{cm}^{3}$. Bulk densities are generally lower in the North Pacific - 1.25 to $1.52 \mathrm{~g} / \mathrm{cm}^{3}$ - than in the North Atlantic - 1.52 to $1.75 \mathrm{~g} / \mathrm{cm}^{3}$.
(5) Observed porosity values range from 40 to 50 per cent, but usually vary from 60 to 80 per cent. Sediment porosities are considerably higher in the North Pacific than in the North Atlantic.
The data presented here clearly reflect the contrasting depositional environments of the North Atlantic and North Pacific. The remoteness of the Pacific basin to land areas is indicated by the extensive deposits of "red clay". These sediments possess relatively high water contents and porosities, but low shear strengths and bulk densities. Carbonate deposits in the low latitudes of the Pacific generally display higher shear strengths and densities, but lower water contents and porosities than the "red" clay to the north.

In contrast to the Pacific, the North Atlantic sediments possess lower water contents and porositics, but higher shear strengths and bulk densities. Although
this study shows a rather simple distribution pattern for the various parameters in the North Atlantic, it is expected that this will increase in complexity as more data become available.
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# East-West Profile from Kermadec Trench to Valparaiso, Chile 

G. II Keller and G. Peter<br>Atlantic Oceanographic Laboratories, ESSA, Miami, Florida 38180

Introduction. Although several studies have been made of parts of the East Pacific rise and the Peru-Chile trench, comparatively little is actually known about the tectonic framework of the South Pacific basin. Most tracklines are either short or pursue some form of a sawtooth pattern over a prominent feature. Very few continuous geophysical traverses have been made across the South Pacific. A straight shelf-to-shelf traverse usually offers unique data for studying the bathymetric and tectonic relationslips of an ocean basin. In this sense, it is felt that the data presented here will be of value to the scientisfs investigating this remote area.

During a recent (October 1967) cruise by the ESSA ship Oceanographer, the South Pacific was crossed approximately at the $35^{\circ} \mathrm{S}$ parallel from the Kermadec trench to Valparaiso, Chile. In conjunction with magnetic observations, bathymetric data were obtained with a narrowbeam ( $3^{\circ}$ ) echo sounder. Position control was maintained with a satellite navigation system.

Although it is realized that a single traverse frequently raises more questions than it answers, it is felt that in light of the scarcity of data from the South Pacific, attention should be drawn to several features revealed by the data obtained during this cruise. The ship traversed a complex portion of the South Pacific, where three major tectonic features, the Austral seamount chain, the East Pacific rise, and the Chile rise, were the dominant structural elements. Bathymetric and magnetic data are discussed in light of their reflection of the major tectonic elements along the Oceanographer traverse.

Austral seamount chain. An area characterized by elevated rough topography and bordered by seamounts ranging in height from 3000 to 3250 meters was located approximately 1610 km west of the crest of the East Pacific rise, between $125^{\circ} 40 \mathrm{~W}$ and $132^{\circ} 30 \mathrm{~W}$. These features distinctly set off this segment of the sea floor
from that of the neighboring area (Figure 1). Present charts show that the Austral chain trends in a southeast direction from Samoa to approximately $142^{\circ} \mathrm{W}$. By projecting this trend to the southeast, it coincides with the area of rough topography and bordering seamounts just described. The width of the elevated block (352 km ) agrees with the approximate width of the Austral chain ( 282 km ) farther to the northwest. In view of the prominence of this feature, it is unlikely that it is an isolated structure. The general NW-SE structural trend of the area (observed on most bathymetric maps) supports the proposed conjecture that it trends NW-SE and possibly represents the extension of the Austral chain. The possibility that this feature is trending mainly north-south was ruled out when it was not observed along an east-west traverse by the Eltanin 29 cruise at $28^{\circ} \mathrm{S}$.
A further projection of this trend, supported by correlation with a similar feature recorded during the Eltanin 20 cruise at $45^{\circ} \mathrm{S}$ [Pitman and Heirtzler, 1966], intersects the East Pacific rise in the vicinity of $47^{\circ} \mathrm{S}$. It is here that the rise undergoes a noticeable change in trend from nearly north-south to northeast-southwest. It may only be a coincidence that the Austral chain intersects the rise in this area, or it may in some way be related to the bend in the rise.

Rift zones. A rift-like depression ( 1000 meters deep and 20 km wide) was found at the crest of the East Pacific rise at $111^{\circ} 20^{\prime} \mathrm{W}$. A similar depression was also observed by the Eltanin 21 cruise, which crossed the rise at $40^{\circ} \mathrm{S}$ [Pitman and Heirtzler, 1966]. Such a feature has not been reported from elsewhere along this rise, and it appears to be only of local extent rather than an extensive median rift.

A pronounced depression was found 250 km east of the crest of the East Pacific rise (designated as G in Figure 1). The feature is 2200 meters deep and varies in width from 16 km at its lip to 1 km at its base. This feature cannot


Fig. 1. Bathymetric and magnetic profile from the Kermadec trench to Valparaiso, Chile.
be detected in either the Eltanin $21\left(40^{\circ} \mathrm{S}\right)$ profile to the south or the Conrad 8 crossing shown by Burckle et al. [1967] farther to the north $\left(30^{\circ} \mathrm{S}\right)$. The absence of this rift-like depression to the north and south indicates the unlikelihood that this is a major feature paralleling the East Pacific rise.
The possibility of a transverse fracture trending northwest-southeast and intersecting the east flank of the East Pacific rise in the vicinity of $35^{\circ} \mathrm{S}$ has been discussed on the basis of seismicity [Sykes, 1963] and topography [Menard et al., 1964]. Based on the available data, it is possible that the feature (G) is a portion of this transverse fracture (Figure 1).
Chile rise. Earlier studies of the South Pacific have shown the Chile rise intersecting the East Pacific rise in the vicinity of $35^{\circ} \mathrm{S}$ [Menard, 1961]. As more bathymetric data
become available from this part of the basin, the evidence for an intersection of the two rises appears to become weaker. Menard et al., [1964] proposed that the Chile rise may be a southward extension of the Galapagos rise and that it does not intersect the East Pacific rise at all. Examination of the Oceanographer bathymetric profile suggests that the crest of the Chile rise is approximately 1800 km east of the crest of the East Pacific rise, at about $32^{\circ} \mathrm{S}, 91^{\circ} \mathrm{W}$. Although this is slightly east of the crest line proposed by Menard et al. [1964], it lends support to their deduction that the Chile rise does not intersect the East Pacific rise.
Fault blocks. Several step-like breaks in the sea floor were observed along the Oceanographer traverse. They are shown in an idealized sketch of the bathymetric profile (Figure 2) in order to depict the general relationship of the major
topographic features on a single profile. The breaks may be 'north-south' faults, following the tectonic grain of such features as the Kermadec trench, the East Pacific rise, and the Peru-Chile trench, but such a determination cannot be made from a single profile. In each instance, the uplifted portion of the block was to the east and throws varied from 220 to 550 meters. Little or no indication of these faults was observed from the magnetic data. Without additional observations, the extent of these faults and their significance with respect to the structure of the South Pacific basin are not clear.

It is apparent from the bathymertic profile (Figure 2) that in this area there is a distinct difference between the crustal elevation in the eastern and in the western portions of the South Pacific. In the eastern half of the basin (east of $135^{\circ} \mathrm{W}$ ) the mean depth is about 3300 meters; to the west it is commonly in excess of 4000 meters.

Magnetic anomaly pattern. The recognized characteristic worldwide magnetic pattern starts at approximately $148^{\circ} \mathrm{W}$. Several prominent anomalies occur west of $148^{\circ} \mathrm{W}$, but their character or extent are not known and therefore cannot be correlated with other anomalies reported for the western South Pacific. The western end of the recognized magnetic pattern appears to be compressed, but anomalies 26,25 , $22,21,20,19$, and 18 can be identified [Pitman et al., 1968]. Anomaly 17 does not have its typical shape; and from this point eastward to
$115^{\circ} \mathrm{W}$ the pattern cannot be recognized. The Austral chain intersects the pattern between $133^{\circ}$ and $125^{\circ} \mathrm{W}$, and it is likely the cause for the disruption of the pattern. The anomalies over this volcanic chain are sharper and their higher frequency indicates a shallower source.

The typical crestal type anomalies start at $120^{\circ} \mathrm{W}$. A broad anomaly, which does not appear to be part of the worldwide pattern, separates the crestal anomalies and the anomalies related to the Austral chain between $121^{\circ}$ and $123^{\circ} \mathrm{W}$.

A closer study of the magnetic anomalies suggest that the Austral seamount chain, not only superimposed its magnetic effect on this part of the worldwide magnetic pattern, but also caused (or formed as a result of) a crustal extension. This extension can be measured on the magnetic pattern by comparing the distance between two known anomalies, one on the flank and one on the crest. Because a single distance measurement could be interpreted to be the function of the rate of crustal spreading in a given segment of the sea floor [Vine and Matthews, 1963; Vine, 1966], distance ratios were computed and compared with values for other areas in the Pacific. Comparisons indicate that the distance ratio between anomalies 26 and 18 and anomalies 18 and 5 along this profile is 1 to 4 ; the ratio between these same anomalies in the North Pacific and elsewhere in the South Pacific is 1 to 2 (measured on the North Pacific standard profile and on EL-19S southeast of New Zealand [from Pitman et al., 1968]). Similar disruption


Fig. 2. Generalized bathymetric profile from the Kermadec trench to Valparaiso, Chile, showing the prominent fault blocks.
of the magnetic pattern and new crust formation were suggested by Raff [1962] for the area south of the Murray fracture zone.

The central anomaly (a broad anomaly with three small peaks, indicated as anomaly 1 on Figure 1) is somewhat distorted at this crossing. Axial symmetry, although not obvious, may be carried to anomaly 5 on the eastern side of the East Pacific rise. From this point eastward the magnetic pattern cannot be recognized, possibly because of the tectonic interference from the Chile rise. A recognizable pattern or symmetry does not seem to be associated with the Chile rise. East of $84^{\circ} \mathrm{W}$ the amplitude and wavelength of the anomalies issemble the typical 'flank anomaly' pattern. The section is too short to identify the pattern, if it is part of the worldwide system, without additional data.
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# DEPOSITIONAL ANTICLINES versus TECTONIC "REVERSE DRAG" 

RICHARD J. MALLOY<br>Environmental Science Services Administration<br>Adantic Oceanographic Laboratories<br>Miami, Florida

ABSTRACT
Recent high resolution seismic reflection profiles have revealed the presence of base-of-slope depositional anticlines in the Florida Straits. Depth profiles across Santaren and Nicholas channels are deepest along the sides of the channels at the slope base. Channel axes are somewhat shoaler due to anticlinal deposits of sediment.

A large anticline of deposition covering approximately 3100 square kilometers ( 900 square nautical miles) has formed adjacent to the Miami Terrace escarpment. Presumably the high energies of the Florida Current have produced this feature on a grand scale by a mechanism believed to be widespread, but little recognized. It is suggested that these asymmetrical base-of-slope anticlines of deposition find their counterpart in ocean basin seamount-moat-swell sequences, along deep sea channels which are flanked by levees of asymmetrical depositional anticlines, and in most other depositional areas of the sea floor where deep currents flow along scarps of locally steep slopes.

The base-of-slope depositional anticline concept, when applied to "reverse drag" anticlines associated with scarps in the Gulf of Mexico and in the ancient sediments of the Gulf Coast, appears to satisfy the data better than previously proposed models. It is concluded, therefore, that depositional anticlines are widespread in space and time.

## INTRODUCTION

"When the combined action of waves and currents extends a barrier into deep water, an embankment is formed which, in many cases, becomes of very grand proportions. In the formation of embankments the debris of which they are composed is swept along the surface of the barrier or terrace leading to them and deposited when deep water is reached. This process continues until the embankment has been built up to the water surface . . . Both bars and embankments, where seen in cross-section, having a more or less well-defined anticlinal structure. An arch of this character is termed an anticline of deposition." (Russell, 1888).

Originally "anticline" was a non-generic term, descriptive only of a feature whose strata dipped away in opposite directions from a common ridge or axis. The term, however, has grown to mean strata arched by folding. Anticlines which are known remotely, as by reflection seismology, or fragmentally, as through the bore hole, or casually, are automatically ascribed to folding. This convention that an anticline is necessarily a fold may have caused other mechanisms to be overlooked. Deposition has been relegated to an insignificant role in the formation of anticlines. The presence of large anticlines of deposition in the Florida Straits and elsewhere suggests that their importance as contributors to continental geology should be reassessed.

To what extent the mechanism of deposition is actually involved in the formation of anticlines is problematic. If the mechanism is extensive, the problem is one of recognition, and a review of depositional anticlines presently forming on the sea floor may serve as a key to their being recognized in the geologic records of the past.

## DEPOSITIONAL ANTICLINES IN THF. FLORIDA STRAITS

Figure 1 is a bathymetric map of a portion of the sea floor east of Miami, Florida (from Kotoed and Malloy,
1965). Proceeding from west to east the map shows a north-south scarp formed at the seaward terminus of prograded sediments (Uchupi, 1966). he surface of the Miami Terrace slopes less than one degree to the southeast. Where sediment-free, the terrace is deeply etched by karstlike topography. Unconsolidated sediments are ponded synclinally, trapped behind the coral reefs which lip the outer edge of the terrace. The Miami Terrace extends eastward to what appears to be a sediment-free limestone slope which forms the western side of a long, closed trough. East of this trough is a broad rise which slopes eastward down to the flat, central portion of the strait.

Figures 2, 3, 4, and 5 are seismic reflection profile records with the tracklines shown in Figure 1. A 3000 -joule arcer with a 12', 10-phone array was used to obtain the high resolution records. Echo events were recorded unfiltered. The scarp of progradation, terrace, slope, trough, and rise are shown in Figure 4. It is clear from the seismic profiles that the sediment rise is anticlinal, strongly asymmetrical, with an internal structure which shows that the axial plane has migrated westward with building of the anticline. The strata thicken westward, toward the limestone slope. If the flat floor of the strait (east of the anticline) is projected beneath the anticline, the sediment thickness above this projected floor measures 457 m ( $1500^{\prime}$ ) based on the minimal sound transmission velocity of $1463 \mathrm{~m} / \mathrm{s}$. On Cross-section B-B' the western dip-slope of the anticline measures a maximum of $41 / 2^{\circ}$ and the gentle eastern dip-slope measures less than $1^{\circ}$. The anticline extends from $25^{\circ} 10^{\prime} \mathrm{N}$ to $26^{\circ} 10^{\circ} \mathrm{N}$, a distance of $111 \mathrm{~km}(60 \mathrm{~nm})$ and ranges in width from 22 km to $37 \mathrm{~km}(12 \mathrm{~nm}$ to 20 nm ). This anticline has an area of about 3100 square km ( 900 square nm ) with a maximum structural closure in cross-section of about 293 m ( $960^{\circ}$ ). In addition to the western flank of the major anticline, Figure 5 shows a smaller, buried anticline formed against the subsurface extension of the scarp of the Miami Terrace escarpment. Both flanks did approximatelv $7^{\circ}$.


Figure 1. Bathymetric map of the Miami Terrace, escarpment, trough, and rise. Location of seismic profiles is shown. Figure from Kofoed \& Malloy (1965).

Base-of-slope trough and rise deposits are common in the Florida Straits. Off Miami Beach at the base of the Miami Terrace escarpment (Fig. 1) there is a well-developed trough-rise sequence. In Santaren and Nicholas channels on either side of Cay Sal Bank, which lies 185 km ( 100 nm ) south of Miami, Florida, the sea floor is deeper on either side of the narrow straits than in the middle of the channels (unpublished map). These troughs are separated in each instance by a sediment accumulation with anticlinal structure.

Cross-section A-A' (Fig. 2) shows the entire width of the anticline off Miami Beach. The crest of the anticline is at 677 m ( 370 fathoms) and the trough depth is 851 m ( 465 fathoms). Cross-section B-B' (Fig. 3) shows the crest depth to be 650 m ( 355 fathoms) and the trough depth at 851 m ( 465 fathoms). On Cross-section C-C' (Fig. 4) the crest rises to 631 m ( 345 fathoms). These data show the anticline to have a north plunge.
Megascopic examination of several short cores taken on the rise shows the sediment to be predominantly fine calcareous sand. R. Dietz and J. Kofoed dived in the Aluminaut to the bottom of the long, closed trough at the base of the terrace escarpment (Fig. 1) and reported (personal communication) the bottom sediment as coarse to pebble-sized shell fragments.
Shown on Cross-section D-D' (Fig. 5) is a smaller buried anticline. The seaward margin of prograding sediments has coincidentally formed a gentle scarp directly above the buried anticline. The escarpment of the buried Miami Terrace forms the slope against which this base-of-slope anticline has formed. Each flank has an apparent dip of about $7^{\circ}$.

## SIMILAR FEATURES

Much of the sea-floor topography in the Florida Straits is formed by base-of-slope depocenters. An examination of these and similar features may suggest a common cause.

## Base-of-slope Trough and Rise Deposits:

Circumvolcanic moats and associated rises are probably the best known examples of base-of-slope features. Originally they were believed to be caused by isostatic sinking of the volcanic mass (Menard and Dietz, 1951), and their genesis was later made an issue in the subsidence-versus-erosion (or differential deposition) controversy by Dietrich and Ulrich (1961). Based on seismic reflection profiling evidence, such features recently have been considered to be caused by differential deposition (Hamilton, 1967). These seismic profiler data show the seamount-associated rises to be gently anticlinal. Hamilton (1967) pointed out that the nondepositional moat is not to be confused with the huge moats and arches described by Menard (1964) which encircle the Hawaiian Islands where the crest of the arch lies out 150 km to 180 km ( 81 nm to 97 nm ) from the volcanoes, or with the Line Islands' crest which lies 240 km ( 130 mn ) from the land mass. These moats range from 0.5 km to 1.5 km ( $1640^{\prime}$ to $4920^{\circ}$ ) in relief, which is also the elevation of the arch above the surrounding sea floor. However, Menard and Dietz (1951) described several volcanic moats whose magnitude could be ascribed to differential deposition. Menard and Dietz (1951) showed profiles of seamounts in the Gulf of Alaska seamount province with the moats ranging in relief from 9 m
to $183 \mathrm{~m}\left(30^{\circ}\right.$ to $\left.600^{\circ}\right)$ and with the crests of the arches ranging from 3.7 km to 13 km ( 2 nm to 7 nm ) from the base of the volcanic slope. The slopes of the volcanoes range upward to $16^{\circ}$, but most are more gentle. The slopes of the arches are very gentle, usually in the $1^{\circ}$ to $3^{\circ}$ range. Moated seamounts are not peculiar to the Pacific. Figure 6 shows a seamount in the North Atlantic encircled completely by a moat and partially by an arch.

Bottom profiles and sparker lines from widely scattered areas reveal that the scarp-associated trough and rise sequence is widespread. Detailed sparker work in the Gulf of Maine (Malloy and Harbison, 1965) showed that most of the bedrock basins were only partially filled with sediments and that many of the basins had well-developed troughs at the bedrock-sediment contact. Depressions at the base of fault scarps southwest of Montague 1sland, Alaska, occur at the bedrock-sediment contact (Malloy and Merrill, in press). Dowling (1968), using seismic reflection profiling data, reported a base-of-slope trough and anticlinal rise (suggestive of deposition) at the base of the Sigsbee Scarp in the Gulf of Mexico, which he ascribed to tectonism. Weeks et al. (1967) show several examples of subsurface "reverse drag" in the seismic reflection profile records made in the Andaman Sea. Their Figure 5 shows a base-of-slope trough and anticlinal rise in the southern part of the Andaman Sea. Lowrie and Heezen (1967) described a base-of-slope deposit formed against a knoll near Hudson Canyon. A $12-\mathrm{kHz}$ echo sounder showed the accumulation to be anticlinal. Lowrie and Heezen (1967) list other areas of moated knolls: in the Mediterranean off Gibraltar, in the Canary Passage, and on the Crozet Plateau in the Indian Ocean.

## Leveed Seachannels:

Leveed seachannels were shown by Buffington (1952) to have a wide distribution. They were suggested by Kuenen (1950) to be depositional, and this interpretation was later corroborated by Hamilton (1967) using seismic reflection profiling data.

Figure 7 shows a portion of a fathogram made by crossing normal to a leveed seachannel in the Gulf of Alaska Abyssal Plain. Including both levees, this seachannel measures 70 km ( 38 nm ) across. The higher levee is elevated 137 m ( $450^{\circ}$ ) above the surrounding sea floor. The channel relief (measured to the higher levee) is 91 m ( $300^{\circ}$ ) and the channel width (levee crest to levee crest) is 7.4 km ( 4 nm ) (P.J. Grim and F. P. Naugler, in preparation).

## PROBABILITY OF ONE CAUSATIVE MECHANISM

The universal asymmetry of these anticlinal deposits, with their steeper limbs flanking axes of bottom-current concentration, suggests that they are caused by a common mechanism.

It is suggested that the base-of-slope trough and anticlinal rise sequence is caused by the periodic deposition of sediment by bottom contour currents which are naturally channeled against a scarp to form a highenergy zone along it. The sea floor beneath the high-energy concentration becomes an elongated zone of less deposition than the bottom adjacent to it. The scarp-concentrated high current energy disallows sedimentation to occur, and any sediment which may have been delivered to the site of the scarp either by pelagic sedi-


Figure 2. Seismic reflection profile A-A' (location on Fig, 1). Vertical lines mark fixes every 30 minutes, or 4 am. Record was made using 2 2 -second sweep marked off in . I second increments ( 40 fathoms in sea water).


Figure 3. Seismic reflection profile B-B' (location on Fig. 1). Vertical lines mark fixes every 30 minutes, or 4 nm. Record was made using a 2 -second sweep marked off in il second increments ( 40 fathoms in sea water).


Figure 4. Seismic reflection profile C-C' (location on Fig. 1). Vertical lines mark fixes every 30 minutes, or 4 nm . Record was made using a 2 -second sweep marked off in .1 second increments ( 40 fathoms in sea water).


Figure 5. Seismic reflection profile D-D' (location on Fig. 1). Vertical lines mark fixes every 30 minutes, or 4 nm . Record was made using a 2 -second sweep marked off in 1 second increments (40 fathoms in sea water).


Figure 6. Bathymetry of an Adantic seamount published by Dietrich and Ulrich (1961).


Figure 7. Fathogram record of a seachannel crossing in the Gulf of Alaska Abyssal Plain, courtesy of P. Grim and F. Naugler (in preparation). Axis is at $51^{\circ} 57.5^{\circ} \mathrm{N}, 161^{\circ} 28.2^{\prime} \mathrm{W}$. View is down channel, looking west. Horizontal lines are 36.6 m ( 20 fathoms) based on a sound transmission velocity of $4800 \mathrm{\%} / \mathrm{s}(1463 \mathrm{~m} / \mathrm{s})$. Vertical lines are 5 minute fix marks, approximately 1.25 nm apart. Complete dimensions are in text.
mentation or by current transport will be deposited as close to the scarp as the energy balance will allow. As with a leveed seachannel and the Miami Terrace anticline, initial deposition will be at some distance from the axis of high-energy concentration. But subsequent deposition will be affected by this new sea-floor topography in that a migration of the sediment accumulation will take place pressing closer to the highenergy zone as the levee is constructed. By repetition, this phenomenon eventually builds a levee which is self-perpetuating and becomes more effective as a depositional barrier with each spillover. Eventually equilibrium will be attained for the forces acting on that particular area of the sea floor. Current velocity, sediment load, grain size, and scarp height and slope probably represent the principal parameters which will affect the topographic and structural architecture of the equilibrium state. Apparently, however, turbidites and other deposited marine sediment will sculpture roughly the same final scene under widely varying conditions of the four parameters of current velocity, sediment load, grain size, and dip of the scarp slope. This is suggested strongly by the fact that depositional anticlines are presently being formed in such diverse environments as the abyssal depths of the Pacific and Atlantic oceans, around volcanic slopes, on either side of seachannels reported in all oceans, in the Florida Straits, at the base of the Sigsbee Scarp in the Gulf of Mexico, etc.

The crest of the elongated scarp-parallel deposit is believed to migrate toward the fault plane or scarp until the scarpfacing dip-slope reaches its maximum angle dictated by the energies involved and the type of sediment. At any rate, as with its analog, the seachannel levee, the feature will be built upward in time, flanked with its up-slope scarp until the scarp is covered.

## PROBABILITY OF PRESERVATION

Which depositional anticlines, if any, will be preserved in the geologic record: (1) The seamount-associated, (2) the seachannel-associated, or (3) the sea-scarp-associated features? If sea floor spreading, as amplified by Dietz (1966) is valid, then features formed in the true oceanic province are destroyed as they became eccreted to the continental mass. Thus, the seamount girdling anticlines and the twin anticlines of the seachannels of the abyssal sea floor would not survive their being welded to the continent. Anticlines which form in intra-cratonic basins of deposition would, however, be expected to survive. As the basin subsides under the weight of sediment deposition, base-of-slope depositional anticlines should be preserved and remain recognizable in the section, although their flanks may have been steepened by gravity folding. Their asymmetry and juxtaposition to scarps would be expected to survive post-depositional folding and uplift.

The principle of uniformitarianism suggests that these base-of-slope anticlines have formed in the geologic past. That the features are depositional suggests that they have been preserved in the record. That anticlines have been the object of extensive, world-wide surface and subsurface search since the announcement of the anticlinal theory of oil accumulation in 1860 suggests that these depositional anticlines have also been found, but not recognized.

## UBIQUITY OF CONTEMPORANEOUS NORMAL FAULTING

The intra-cratonic basin of deposition provides the necessary conditions (sedimentation and basinward-facing scarps)
for forming base-of-slope, anticlinal deposits. Hardin and Hardin (1961) have demonstrated the wide occurrence of normal faults which strike parallel to the bottom contours in the Gulf of Mexico. They point out that most of these faults are contemporaneous - that is, movement occurred during deposition. All contemporaneous faults observed by Hardin and Hardin (1961) were normal and displayed thicker sections on the down-thrown side of the fault. Contemporaneous faults are also known as growth faults, depositional faults, progressive faults, and sometimes hinge-line faults.

Most faults in the Gulf of Mexico are "contour" faults that is, they strike parallel to the bottom contours. They are also termed "strike faults," since the slopes of the Gulf of Mexico are essentially dip-slopes. On the Gulf Coast these faults occur in broad, curved zones which parallel the coast from eastern Louisiana into northeastern Mexico, becoming progressively younger toward the Gulf. Faults similar in character, and possibly identical in origin to Gulf Const regional contemporaneous faults, occur in the Ganges-Brahmaputra Delta (Sengupta, 1966), the Niger Delta (Short and Stauble, 1967), and the McAlaster Basin of Oklahoma (Koinm and Dickey, 1967).

## DEPOSITIONAL ANTICLINES VERSUS TECTONIC "REVERSE DRAG"

Conditions appear to be favorable for the formation and preservation of depositional anticlines in intra-cratonic basins, but they have not been reported. The well-known and commonly-occurring "reverse drag" anticline is strikingly similar to the scarp-associated depositional anticline in shape, size, and habitat.

There have been many explanations set forth as to the forces which form "reverse drag" anticlines. The recentlyproposed mechanism of Hamblin (1965) and Cloos (1968) is widely employed. Dowling (1968) uses this mechanism in explaining a large "reverse drag" anticline at the base of the Sigsbee Scarp in the north-central Gulf of Mexico.

Hamblin (1965) reviewed the published explanations of the mechanism for forming "reverse drag" anticlines on the down-thrown side of normal faults. Hamblin (1965) concluded that normal fault "reverse drag" is attributable to the transected beds of the hanging wall sagging into the gap opened by horizontal extension. His explanation continues by suggesting that these forces are the same which form antithetic faults, but that failure occurs by folding, not by fracturing. Cloos (1968), working with clay models, reported success in creating hanging-wall reverse drag by subjecting modeling clay to simple tension, although in order for the model to effect "reverse drag" it appeared necessary to thin the clay strata by erosion, a phenomenon rarely, if ever, observed in nature.

The conditions necessary to form anticlines by tectonic sag also satisfy the conditions necessary to farm anticlines by deposition. In a basin subsiding by the weight of clastic deposits and compaction, normal faults are commonly formed. These faults dip basinward and strike parallel to the bottom contours and also to the structural strike of the subsurface. The fault planes have been shown to dip less at depth, which is the crux of the tectonic sag explanation. As set forth by Hamblin (1965), the near-surface vertical forces of gravity
are translated along the fault plane into horizontal forces at depth. This horizontal tension affects the steeper, shallower reaches of the fault to cause the two fault blocks to pull apart. Into this "incipient gap" the strata of the down-thrown block sag, producing the asymmetrical anticline.
Since most of these normal faults are contemporaneous, causing a thicker sequence of strata on the down-faulted block, the fault must have reached the surface to form a scarp. The formation of the commonly-observed roll-over at the base of normal faults can be explained by deposition against this sea scarp by the mechanism suggested herein for the formation of the depositional anticlines forming on the sea floor today.
Both models appear to satisfy the observed data, with exceptions. The shortcomings of the tectonic sag model include:
(1) Observations by Dickey et al. (1968) in southwestern Louisiana include: "The stratigraphic units which are overthickened on the down-thrown side may thin for a few miles, although regional thickening is to the south. This situation results in a northward dip in the deeper horizons, contrary to the regional southward dip. This dip reversal often provides structural closure for the oil and gas fields." Thinning of sediments is best explained by differential deposition or erosion, and erosion would not be expected to occur on the down-thrown block of a contemporaneous fault.
(2) Another objection to the tectonic sag model is found in figures published by Hamblin (1965). "His Figure 11 (pictured here as Figure 8) is depicted as "showing typical reverse drag in the Gulf Coast area." But the beds forming the crestal axis of the anticline are higher than the beds of the upthrown side of the fault. This is particularly clear when the beds of the footwall are projected through the fault below their correlatives. For these beds to have sagged into the reverse drag posture calls for post-depositional normal faulting. But the apparent movement contradicts this. This "reverse drag," however, comports with depositional "reverse drag," where normal faulting preceded deposition. The mechanics of deposition against this slope could have produced the typical trough-rise relationship. The same difficulty is experienced in explaining Hamblin's (1965) Figure 10 (down-thrown strata are shown higher than upthrown correlatives) with the same solution offered: post-fault deposition of the trough-rise sequence. The same difficulty in the tectonic sag model is brought out by a figure published by Short and Stauble (1967). Their Figure 8 shows beds forming the crestal axis of the "reverse drag" anticline as being structurally higher than the regionally dipping beds of the upthrown block.
(3) Another characteristic of "reverse drag" anticlines is the close-spaced facies changes which occur along the strike of the roll-over. The depositional model explains these observed data better than the tectonic sag model.
(4) An objection to the tectonic model is its lack of uniformitarianism as compared to the deposition model. The depositional anticlines presently forming on the sea floor are outlined in the dip-slope topography of the sea floor. The trough-rise sequences at the slope bases are too common to suppose that they have all been simultaneously sagged into that posture. The anticline of deposition is, on the other hand, a topographic rise throughout the major part of its
cycle of development, thus the ubiguitous moats and rises, and troughs and rises along sea scarps suggest this more uniformitarianistic model for the formation of normal fault "reverse drag" anticlines.
(5) A final argument against the formation of the base-ofslope trough-rise sequences by de-collation can be found in considering the leveed seachannel. No slope is involved. Asymmetrical anticlinal deposits are seen to form on either side of an axis by periodic turbiditic spillover.

## CONCLUSIONS

Depositional anticlines have been shown to be widely reflected in the topography of the sea floor. A mechanism other than tectonic sag has been shown to be capable of producing "reverse drag" similarly at the base of normal faults and other sea scarps. Base-of-slope anticlines have probably formed in intra-cratonic basins, and have been preserved, but have remained unrecognized. The ultimate resolution of which folds are tectonic and which are depositional will follow only after additional research specifically addressed to this issue. Depositional anticlines steepened by post-burial tectonism may prove to be a common occurrence, synthesizing in nature two mechanisms made diametric by this discussion.
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Figure 8. Figure from Hamblin (1965) showing downthrown block structurally higher than upthrown block.
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## Murray Fracture Zone: Westward Extension

> Abstract. The Murray Fracture Zone is one of the principal east-west rifts in the crust of the northeast Pacific basin. As judged by bathymetric and magnetic surveys, the Murray approaches the Hawaiian Archipelago as a well-defined zone of ridges and troughs accompanied by strong, linear magnetic anomalies. It loses its topographic expression on encountering the Hawaiian Arch but can be traced magnetically 10 its intersection with the Hawaian Ridge in the vicinity of Laysan 1 sland (near $172^{\circ} \mathrm{W}$ ). All evidence tends to discount a previously suggested genetic relation between the Murray Fracture Zone and the Necker Ridge.

The long, linear fracture zones (1), which trend in an east-west direction across the northeast Pacific basin and offset well-defined patterns of northsouth trending magnetic anomalies, are of primary significance and must be considered in any geological model of the earth. One of these, the Murray Fracture Zone, lies between and parallels two others. the Mendocino and the Molokai fracture zones. The Murray

Fracture Zone has been traced from a point off the coast of southern California westward for more than 4000 km . It has been suggested $(2,3)$ that before reaching the Hawaiian Archipelago, the Murray bends abruptly southwestward and continues into the Necker Ridge which trends southwestward from Necker Island (Fig. 1). Detailed bathymetric and magnetic data (4), however, indicate that the Murray
passes well north of Necker Island and intersects the Hawaiian Ridge near Laysan Island (Fig. 2).

The Murray Fracture Zone approaches the Hawaiian structure (west of $157^{\circ} \mathrm{W}$ ) as a well-defined bathymetric feature (Figs. 1 and 2a). It occurs as a band of parallel asymmetrical ridges and troughs trending generally west-southwest. Between $157^{\circ} \mathrm{W}$ and $161^{\circ} \mathrm{W}$ it has a ridge-to-trough relief on the order of 1000 m , with a maximum depth of 6520 m occurring at about $158^{\circ} \mathrm{W}$ in one of the troughs. Bathymetric profiles of the Murray Fracture Zone in this region are almost identical to one at $152^{\circ} 30^{\prime} \mathrm{W}$ which Menard (I, fig. 3.3) presents as a typical example of the double-asymmetrical-ridge type of fracture zone. The topography is accompanied throughout by a wide band of linear magnetic anomalies characterized


Fig. 1. Murray Fracture Zone and the Hawaiian Ridge. The ridge (stippled areas) and other topographic features (limited to the Hawaiian area) are defined by 3700 m contours (from U.S. Coast and Geodetic Survey chart 9000 ). Bathymetric and magnetic trends within the outlined area are shown in Fig. 2.


Fig. 2. Bathymetric trends (a) and magnetic trends (b) along the Murray Fracture Zone north of the Hawaiian Islands. Areas shoaler than 400 m are shown in black for seamounts (a) and are hachured over the Hawaiian Ridge (a and b). Selected contours are used to show the location of the Hawaiian Arch and Deep (a). Outlined areas indicate regions for which there is no detailed data.
by strong positive magnetic lineations along the northern margin (Fig. 2b). At about $161^{\circ} 30^{\prime}$ W the Murray Fracture Zone encounters and is masked for about 130 km by the northwest trending Musicians Seamount Province. The northern limit of the Hawaiian Arch also lies within this region (5). Thus three structural features intersect at approximately the same location ( $28^{\circ} 30^{\prime} \mathrm{N}$ and $162^{\circ} \mathrm{W}$ ). Several changes take place in the Murray Fracture Zone as it passes westward across this intersection: (i) it loses about half of its vertical relief, (ii) its trend changes about $5^{\circ}$ toward the south, and (iii) it acquires a strong negative magnetic lineation along its southern margin. Its general morphological character is retained, and it continues as a well-defined zone to $165^{\circ} \mathrm{W}$ before entering a region for which detailcd data are lacking.
Data coverage resumes west of $167^{\circ} 30^{\prime} \mathrm{W}$, but here the Murray has lost its bathymetric expression completely. The characteristic magnetic lineations show that the Murray Fracture Zone continues across the relatively smooth Hawaiian Arch and that it intersects the Hawaiian Ridge in the vicinity of Laysan Island. Between $167^{\circ} 30^{\prime} \mathrm{W}$ and $170^{\circ} 30^{\prime} \mathrm{W}$ the trend is represented by a pair of large magnetic lineations which are offset or rotated at the crest of the arch where several large seamounts are located. At this same location two large anomalies branch off the main trend of the Murray, extend northwesterly for about 130 km , and die out before reaching an elongate dipole anomaly perpendicular to them. These anomalies have no bathymetric expression-a suggestion that they result from deep-seated intrusives whose surface expression has been covered and smoothed by materials forming the Hawaiian archipelagic apron (O). The various features may reflect the intersection of the Murray Fracture Zone with a zone of tension along the crest of the arch. A decrease in the intensity of the anomalies, and discontinuities in the individual lineations, occur where they encounter the Hawaiian Deep which is unusually well developed along the general trend of the lineations.
The observed bathymetric and magnetic relations along the Murray Fracture Zone are similar to those associated with the Molokai Fracture Zone as it intersects the Hawaiian Ridge farther south near the island of Molokai. Malahoff et al. (3) show that the Molokai Fracture Zone loses its bathymetric ex-
pression as it encounters the Hawaiian Deep but can be traced magnetically across the Ridge and westward for several hundred miles.

According to Malahoff et al. (7), most magnetic anomalies in the Hawaiian area can be divided into two groups: (i) local dipole anomalies related to centers of volcanism and (ii) elongate dipole anomalies related to dike complexes and crustal rift zones. Both types of magnctic expression are apparent in Fig. 2b. Local dipole anomalies are shown by relatively short, parallel pairs of positive and negative lineations, randomly oriented around a general east-west trend. As Malahoff et al. found to the east (7), most dipoles in this area exhibit normal polarization (positive anomaly to the south) with respect to the present magnetic field of the earth and in almost all cases are associated with pronounced topographic features. Several large eastwest ridges located near $160^{\circ} \mathrm{W}$ have elongate anomalies associated with them, but only locally do their singlepeak values exceed 200 gammas (shown by heavy lines) ( 1 gamma $=10^{-5}$ oersted). Hence, the anomalies appear due to topographic effects (near-surface volcanism) rather than deep-seated intrusives along a major rift zone. The second group of magnetic anomalies are long and linear, do not necessarily have topographic expression, generally trend in one of two major directions, and in places maintain high amplitudes over great distances. These may be caused by deep-seated intrusives along primary rift zones. One trend is associated with the Murray Fracture Zone and closely parallels the ridge and trough topog. raphy of the Murray east of $165^{\circ} \mathrm{W}$, while west of $167^{\circ} 30^{\prime} \mathrm{W}$, where there is no bathymetric expression, the "rift zone" magnetic anomalies clearly continue the trend across the crest of the arch. The other principal trend suggestive of primary fracturing is shown by a series of east-west lineations along portions of the ridge. These elongate anomalies have little correlation with local topography and closely parallel regional trends of the ridge.

An east-west interruption of the general northwest trend of the Hawaiian Ridge occurs near $169^{\circ} \mathrm{W}$ (Fig. 1). This configuration could be explained by left-lateral displacement of the ridge along the Murray Fracture Zone; however, large right-lateral displacements are indicated along the eastern portion of the Murray (8), and evidence sug. gests that these displacements increase
westward. A more plausible explanation of this east-west deviation in trend is that the Murray Fracture Zone is older and, as a zone of weakness, influenced formation of this portion of the ridge.

The topographic lineations which continue the trend of the Necker Ridge northeast of Necker Island do not appear to be related to primary fracturing. This conclusion is based on the lack of high-amplitude elongate magnetic anomalies within this zone and also on the fact that the bathymetric trends, although somewhat subtle, are more pronounced than those of the magnetics, a relation opposite to that generally observed along zones of primary rifting.

Several cross-cutting bathymetric and magnetic structures trending northeast occur within the Murray Fracture Zone between $156^{\circ} \mathrm{W}$ and $160^{\circ} \mathrm{W}$, and also the Murray appears to be slightly offset, left laterally along a similar trend, between $148^{\circ} \mathrm{W}$ and $152^{\circ} \mathrm{W}$ (Fig. 1). These subtle relations may be connected to the similar trending bathymetric lineations associated with the Necker Ridge. If so, this would indicate that these structures postdate the Murray Fracture Zone.

Bathymetric charts of the region west of the ridge (9) show several lineations in the form of strings of abyssal hills (ridges?) and regional offsets in bathymetry, which conform in trend and general position to an extension of the Murray Fracture Zone.
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Alpine, Turkish, Persian, Himalayan, and Burmese Mountains, and the island chains of Indonesia, New Guinea, the Solomons, New Hebrides, and New Zealand. The other, the "East Asian-Cordilleran Belt" or "circum-Pacific Belt", surrounds the Pacific Ocean; its members extend from Indonesia to the Aleutian Islands, and from there to West Antarctica.

Some of the island arc systems are relatively simple and form a single island arc which consists of a single chain of volcanic islands. Prominent examples (see Fig. 2) are the Aleutian, the Kurile and the Mariana Island groups. With further tectonic development, double island arcs may be formed. These consist of an outer arc of sedimentary islands and a parallel inner arc of volcanic islands. Most of the single island arcs contain submerged or scattered traces of a second line (Brouwer,

## ISLAND ARCS, GENERAL

There are several thousand islands in the oceans of the world, many of them are part of groups or chains of islands. If these island chains describe segments of an arc which are generally convex outward from the continental areas and are part of the major globe-encircling active orogenic belt systems, they are called island arcs.

## General Distribution and Description

Istand arc systems are morphologic indications of tectonic activity found roughly along two mutually perpendicular great circles (Fig. 1). According to Wilson (1954), they are parts of two vast and complex zones of fracture about the earth. These zones include the major mountain chains of the continental areas and the major island are systems of the oceanic areas. One of the major orogenic systems. the "Eurasian-Melanesian Belt". or "Medi-terranean-Tethyan Belt". includes the Atlas,


Fig. 1. Distribution of the active orogenic belts (from J. T. Wilson, 1954). (By permission of The University of Chicago Press.)


Fig. 2. Distribution of island arcs in the northwest Pacific Ocean (from J. T. Wilson, 1954). (By permission of The University of Chicago Press.)

1951: Hobbs. 1925). Double island arcs are not as numerous as the single island are systems, but an excellent example is found in the northeast Indian Ocean. Here the Andaman and Nicobar Islands form an outer are of sedimentary islands and there is an inner volcanic trend which manifests itself in two isolated volcanic islands and a chain of submarine volcanoes (see Anduman Sea. Vol. I). Less obvious examples are Kodiak Island, part of a sedimentary are, and the volcanic trend on the Alaska Peninsula. In this latter case. the clear arcuate trends of the single are systems are less well defined, since a portion of this double are system is part of the continent itself.
Certain single and double island arcs exhibit large transcurrent (or strike-slip) fault zones which suppress the ideal arcuate pattern. These island ares are called fructured island arcs. Typical examples of these are the Melanesian arcs from the Philippines to New Zealand.

## Morphologic Associations

There are several fundamental morphologic relationships between the island arcs themselves and the sea floor from which they rise.

In case of the relatively simple single island arcs. the chain of volcanic islands is characteristically associated with a deep-sea trench on its convex side. Whereas the island arc-deep sea trench system may be several thousand kilometers in length, the width of the system is generally only a few hundred kilometers. Many of the volcanoes on the islands have elevations of $1-2 \mathrm{~km}$ above sea level. and the adjacent deep-sea trench may reach depths exceeding 10 km . The greatest depth surveyed in the Mariana Trench is approximately 11 km . Thus, logether with the cordilleran-trench combinations (e.g. Andes-Peru Trench) with relief in excess of 15 km . the island arc-deep sea trench systems represent the maximum relief features found on the earth's surface.

Moving toward a single island arc from the open ocean. the deeper ocean basin. which may have an average depth of $4-5 \mathrm{~km}$. becomes shallower at first (by approximately 1 km ). then dips with increasing steepness into the deepest portions of the trench (Fig. 3). The ocean floor rises somew hat more sharply on the inner wall of the trench. up to the island platiorm itself. The shallower part of the deep-sea floor seaward of the trench is called the


Figi. 3. Cross section of the Puerto Rico Trench (after Ewing and Heeren, 1955). Vertical exaggeration: 50 to 1.
outer ridge, and it is generally an area of rugged (but relatively small-scale) bottom relief features and a complex crustal structure. The insular slope of the island are is also riddled with canyons and sharp, usuatly small-scale, topographic depressions and elevations. However, as contrasted io the outer ridge, the insular slope frequently shows benches and ridges which can be followed parallel to the island are sometimes for several hundred kilometers. Menard (1964) says: "Almost everyone who sees an echogram of the side benches and bottom troughs of trenches believes that they are produced by normill faulting. That is, the benches are the upper surlaces of fault blocks which have moved down into the trenches and been rotated away from the trenches so they arc excellent traps for sediment. Likewise, the troughs in the center can hardly be anything but grabens." Studies of the Aleutian Arc (Gibson and Nichols, 1953: Gates and Gibson, 1956) showed that several canyons, sharp depressions, and ridges are connected to known fault zones mapped on the islands. Location of volcanic necks. plugs and dikes were found to be connected to tensional faulting on several islands of the Aleutian Arc (K nappen. 1929; Coats, 1950).

Well-developed double island ares are less common than the single ares and consist of two generally parallel arcuate trends (Fig. 4). As recognized half a century ago by Brouwer. the inner are consists of voleanic islands or when the islands themselves are not present, a drowned ridge or a zone of submarine volcannes. The volcannes are characteristically steep cones ol the explosive, andesitic type. On the outer. consex side of this andesitic voleanic are there is anothe island chain composed chiefly of sedimentary rocks (limestones, tuffs, greywackes. shates. cherts). These are cut in places by ultrabasic and serpentine intrusions. The greywacke chert serpentine facies is the so-called Steinmann Trinity characteristic of axia! orogenic belts. These forma-

Tablef I. Isi.and Ares

|  | Namic |  | Ocean |
| :---: | :---: | :---: | :---: |
| Single <br> Island <br> Arcs | Antillean Ac | Puerto Rico Tiench | Atlantic |
|  | Sandwich (Scotia) | South Sandwich | Atlantic |
|  | Arc | Trench |  |
|  | Aleutian Arc | Aleutian Trench | Pacific |
|  | Kurilc AIC | Kurile-Kamehatka |  |
|  |  | Trench | Pacific |
|  | Japan Arc (including Bonin) | Iapan Trench | Pacific |
|  |  |  |  |
|  | Palau Arc <br> Yap Arc | Palau Trench <br> Yap Trench | Pacific Pacific |
| Double Island Arcs | Ryukyu Arc <br> (Nansci Shoto) <br> Mariana Arc <br> Kodiak-Alaska <br> Peninsula <br> Indonesian Arc | Ryukyu Trench | Pacific |
|  |  | Mariana Trench | Pacific |
|  |  | Alcutian Trench | Pacific |
|  |  | Java Trench | Indian |
| Fractured Island Arcs | Philippine Arc Solomon-New Hebrides Arc | Philippine Trench | Pacific |
|  |  | New Britain and | Pacific |
|  |  | New Hebrides Trench |  |
|  | Tonga-Kermadec Arc | Tonga-Kermadec Trench | Pacific |

tions are involved in complex overthrust or nappeklippe tectonics, directed outward (ideally exposed, for example, on Timor). The length of the double island arcs, similarly to the single arcs, may reach several thousand kilometers, the overall width of the double arc-trench system is approximately 500 km .


Fig. 4. The Ryukyu (Riukiu or Nansei Shoto) island arcs. including both a volcanic line (poorly developed). anticlinical belt (Cenozoic limestones, etc.), and a contemporary trough or trench (from Hobbs. 1944).


Fic. 5. The Antillean island are, in the eastern Cearibbean (West Indies), including the Leeward and Windward Islands. Outer, nonvolcanic are is very poorly developed. Northern and southern borders are complicated by gigantic strike-slip faults and "drag" structures (from Hobbs. 1944).

The depth and height relationships and the topography of the walls of the outer sedimentary are are generally smilar to those of the single island ares. However the characteristic deep-sea trench of the sugle island are system is generally not quite so deep in the double island ares. Two promment double are sectors (Kodaak-Kenai. Andaman-Nicotarr) have what appears to be an infilled trough which is an extension of the axial
trend of the major trench (Alcuttian Trench. Iava Trench) of the associated are systems.

A listing of the principal island ate is shown in Table 1. (Some of those marked as "single" show the beginnings of a double row.)

## Tectonic and Geophysical Associations

In addition to the general morphologic relationshops. the istand ares, as one of the primalt features

## ISLAND ARCS, GENERAL

of the earth's active orogenic belts, are closely related to seismic activity which occurs along these belts. Although there is some scatter in distribution, shallow earthquakes ( 25 km ) are associated with the area of the trench and outer arc, medium depth earthquakes ( $100-300 \mathrm{~km}$ ) are located under the volcanic island ridge, and deep earthquakes (400700 km ) are located farther toward the continent. The rugged topography of the island arcs is related to present-day volcanism, young fractures and the earthquake activity. Vertical movements of extreme youth are shown by coastal terraces that in places (e.g., Timor. New Guinea) may be traced to over 4000 feet above sea level. Gravity anomalies and other geophysical attributes of the island arctrench systems, and the basic crustal structures associated with them are discussed in Vol. V.

## Development and Origin

The origins of island arcs and of the orogenic belts are still subjects of geological and geophysical debates. The earthquakes are generally attributed to an inclined fracture zone, but compressional, tensional and strike-slip movements all have been suggested for the nature of this fracture system (Fig. 5). It is generally agreed, however, that during the course of a hundred million years or so the single island arcs develop into double island arcs and then into marginal mountain ranges. Rock suites, similar to those of island arcs, can also be found deep inside several continents. These show the location of mobile belts in the earlier geological history of the earth and suggest that the development of continents occurred through the marginal addition of island arcs.

George Peter R. E. Burns
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# A NEW TECHNIQUE FOR ECHO SOUNDING CORRECTIONS 

by T.V. Ryan and P.J. Grim<br>Environmental Science Services Administration, Pacific Oceanographic Research Laboratory, Seattle, Washington.

The argument that reasonably complete maps of the oceans are the first requisite for studies leading to an understanding of oceanic structures and processes was advanced by the U.S. National Academy of Sciences Committee on Oceanography in 1959 (NASCO 1959). The U.S. Coast and Geodetic Survey (USC\&GS) accepted this thesis and as a pilot project in 1961 launched a survey of unparalleled scope in the North Central Pacific. As of January 1967, 33 ship months had produced the areal coverage illustrated in figure (1).

The basic plan, now known as SEAMAP (Scientific Exploration And MApping Program) provides for continuous echo sounding and magnetic and gravity observations on a line spacing of 10 nautical miles ( 18.52 km ) under Loran-C control. Oceanographic station observations (temperature, salinity, oxygen) and geological samples (dredge hauls and cores) are also being obtained. In addition to the basic plan, many additional observations and special investigations have been carried out concurrently by Environmental Science Service Administration (ESSA) scientists and by other research laboratories. These supplementary programs include studies of deep currents, light transmissivity, biological populations and primary productivity, time changes in properties, bottom photography, natural and man-induced radio-activity, etc.

In view of the immense quantity of echo soundings which were to be obtained from the survey, it was apparent that a computerized technique was essential for processing position data and correcting the soundings for sound velocity. With a computer (IBM Model 1620) committed to the task, and the relatively large volume of oceanographic station data obtained during the survey, it was felt that an improved method for correcting echo soundings could be divised.

Three prominent factors enter into the problem : (1) The basic relationship among the independent variables, i.e., temperature, salinity and pressure, and the dependent speed of sound; (2) The approximations used to describe the speed of sound in the specific water volume in which the echo soundings are made (it should be noted that the speed of sound usually


Fig. 1. - North Pacific SEAMAP Surveys.
varies in a mon-linear fashion will lalilnde, longilorle, depth and lime); and (is) Tlae compulational lechmigne one uses lo compule the correction alld apply il.

## 1. THE BASIC RELATIONSIIIP



 from lloneclical comsideradions relalinf lemperalure, salinily, and pressure

 discrepancy lo an eroor in the polblished values for the isollermal compressibility of waler, a faclor which both Marrorsws and litwabara recogiliod



(*) Dobmar usage favors the term 'velocity' for 'speed' of sommel althongh the walue is a sealor nat vector quantity. In accardance with lise coustam lhe lerm 'velacity' will he used hereafler instend uf 'speed'.
and 1908. Figure 2 from Sower (1961), presents a comparison of Kuwahara's velocities (which are essentially identical with those of Matthews) with values computed from the Wilson (1960) equation for a typical oceanographic condition. Acceptance of Wilson's equation by marine scientists was confirmed when in 1963 the U.S. National Oceanographic Data Center replaced Kuwahara's equation with Wilson's equation for computing the velocity of sound from oceanographic station data. Thus with regard to the basic relationship among the independent variables, we decided that the system must based on Wilson's equation (1960).

## 2. - CLASSIFICATION OF THE ENVIRONMENT

Matthews' tables (1939) divide the world's oceans into 52 areas on the basis of echo sounding conditions. It is not evident what criteria Matthews used for drawing the area boundaries, but is certain that in 1939 he had only a small fraction of the oceanographic station data which are available today for evaluating the acoustic characteristics of the ocean. In the SEAMAP area the C\&GS has occupied 151 stations well distributed with regard to space and the period of the survey. With this relatively dense and appropriate body of data available, we chose to use it exclusively to study the sound velocity structure of the region. The spacial and temporal variability in Mean Vertical Sound Velocity (*) (MVSV), (computed by a method to be described later) throughout the SEAMAP region was examined by plotting geographically the Mean Vertical Sound Velocity, at each of the 151 oceanographic stations, to 200,1000 and 5000 metres. These depths were chosen to provide a basis for (a) evaluating the maximum effect of seasonal variability ( 200 metre level), (b) representing a depth of a large portion of the soundings ( 5000 metres) and (c) providing a look at an intermediate depth ( 1000 metres). The plotted values were then contoured. As expected from the known physical characteristics of the North Pacific, the contours were found to have a decided east-west trend. The region was then divided into a sufficient number of latitudinal zones with boundaries such that the variability in each zone, resulting from geophysical and seasonal changes, did not exceed an acceptable tolerance. The tolerance (due to both areal and seasonal effects) deemed acceptable was 4 metres at 200 metres (fathometer resolution is about 3.6 m ), and $0.5 \%$ of depth at depths greater than 1000 metres. The zone boundaries and the Mean Vertical Sound Velocity, in terms of " $R$ ", which is the Mean Vertical Sound Velocity divided by the fathometer velocity (**) at 200,1000 and 5000 metres are illustrated in figures 3,4 and 5 . To reduce clutter, 1.0000 has been subtracted from " $R$ " and the decimal point omitted. The " $R$ "
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Fig. 3. - Ratio R for 0 to 200 metres.


Fig. 4. - Ratio $R$ for 0 to $\mathbf{1 0 0 0}$ metres.


Fig. 5. - Ratio R for 0 to 5000 metres.
value, therefore, shows the proportional error in the "raw" fathometer depth (*). For example, in the upper right corner of figure 3, the value 0475 means that a fathometer reading of 200 m would be $0.475 \%$ too shallow; at the same location at 1000 m we learn from figure 4 that the reading is $0.639 \%$ too shallow; and from figure 5 we see it would be $2.534 \%$ too shallow at 5000 m .

Our original intent was to multiply the raw soundings by the appropriate " $R$ " values, to yield the corrected sounding. Difficulties in fitting an equation to the plot of " $R$ " versus depth, forced us to develop an alternate approach which will be discussed later. Having found that the variability was such that the SEAMAP region could be divided into 5 zones, each with an acceptably low variability in " $R$ ", the problem remained to characterize each zone by a single Mean Vertical Sound Velocity curve.

## 3. - THE COMPUTATION OF MEAN VERTICAL SOUND VELOCITY AND APPLICATION OF THE SOUND VELOCITY CORRECTION

The oceanographic station data "detail" punch cards, prepared routinely by the U.S. National Oceanographic Data Center (NODC), list sound velocity computed from Wilson's equation for each oceanographic standard depth (**). A program (identified as VEL I) was written to compute certain statistical properties of the sound velocity for each oceanographic standard depth based on all stations lying within each zone : The statistical values computed are the lowest velocity, the average velocity, the highest velocity, the standard deviation of the velocities from the average value and the number of observations used in the calculations. The number of stations available in each zone is fixed; however, as the stations sample to various depths, the number of available observations decreases with increasing depth.

A reproduction of the output of this program is shown in the appendix. The average velocities computed by this program for the oceanographic standard depths comprise the data which are used to compute the Mean Vertical Sound Velocity for the zone in which the echo soundings are made. The maximum and minimum values found within each zone at each depth are used to compute the maximum error in the sounding correction which would result from natural variability in the zone. To provide sound velocity data for depths which exceed the depths of the oceanographic stations (in all zones stations to at least 5000 metres were available) values of
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temperature, salinity, and pressure were extrapolated to 9000 metres. We now have a means of characterizing the environment by a "mean station" and can express quantitatively the maximum error that our approximation can cause.

Given the data from the "mean station", which we assume expresses within allowable tolerances for areal and temporal variability the velocity of sound for each oceanographic standard depth, it is still necessary to compute the effective velocity for the sound wave travelling vertically from the surface to the reflecting bottom. We have called this the Mean Vertical Sound Velocity. Various techniques (*) have been used; however, in essence all divide the water column into a number of layers in each of which a constant, average velocity is assumed to apply. In the real ocean the speed changes continously with depth and thus with a finite number of layers sound is travelling through layers in which the speed is continously changing. A simple calculation will show that the true Mean Vertical Sound Velocity through a layer in which the velocity changes is something less than the arithmetic average of the velocity in the bounding surfaces of the layer. Use of the simple averaging technique thus yields a velocity which is too fast.

With a digital electronic computer it is practical to compute an average speed utilizing the equation $d t=\frac{d z}{v}$ which recognizes the fact that the speed changes in each layer. Integration of the equation over each layer yields the time required to transit the layer. By summing the times and dividing by the total depth, a more accurate Mean Vertical Sound Velocity is obtained. The mathematics of this procedure are given in the appendix.

Given an acceptable method for computing the Mean Vertical Sound Velocity to each oceanographic standard depth, one can compute the fathometer depth which when corrected equals the oceanographic standard depth, by the equation :

## fathometer depth $=$

$$
\begin{equation*}
=\frac{\text { (fathometer velocity) }}{\text { MVSV }} \frac{\text { (oceanographic standard depth) }}{} \tag{1}
\end{equation*}
$$

The correction to be applied to the fathometer depth is :

$$
\begin{equation*}
\text { correction }=\text { oceanographic standard depth }- \text { fathometer depth } \tag{2}
\end{equation*}
$$

This important point is illustrated as follows :
The fathometer in reality simply records a figure based on one half of the time for the sound wave to reach the sea bottom and return. It expresses this time as its product with the constant fathometer velocity and reads out in fathometer depth. Therefore, the time, $t_{z}$, required for the

[^12]sound wave to reach the bottom at depth $z$, can be computed from the equation :
\[

$$
\begin{equation*}
t_{z}=\frac{\text { fathometer depth }}{\text { fathometer velocity }} \tag{3}
\end{equation*}
$$

\]

and since

$$
\begin{equation*}
\text { true depth }=t_{z} \text { (MVSV) } \tag{4}
\end{equation*}
$$

by combining equations (3) and (4), we derive

$$
\text { true depth }=\frac{\text { fathometer depth }}{\text { fathometer velocity }} \text { (MVSV) }
$$

or rearranging terms,

$$
\begin{equation*}
\text { fathometer depth }=\frac{\text { fathometer velocity }}{\text { MVSV }} \text { (true depth) } \tag{5}
\end{equation*}
$$

As oceanographic standard depths are "true" depths, we can solve for the fathometer depth which corresponds to each oceanographic standard depth, and then, by computing the correction at each fathometer depth according to equation (2), produce a table of corrections to be applied to those fathometer depths. Note that this procedure departs from Matthews (and others) who computed the correction from oceanographic data listed at "true" depths and then prepared correction tables which in effect apply the correction to "true" depths. In practice one enters a table (or other correction technique) with a fathometer depth to "look up" the correction. Since fathometer depths are usually too shallow, the correction obtained is for a column of water shallower than the real column. The refinement incorporated by the present method eliminates another very small but systematic error, which varies in different regions but generally results in too large a correction above 1000 metres and too small a correction below. At 5000 metres it can amount to 3 metres. A computer program (VEL II) was written to compute the corrections at each fathometer depth corresponding to an oceanographic standard depth, utilizing the accepted Mean Vertical Sound Velocity of each zone. The output from this program is illustrated in the appendix. It includes (1) the correction as computed from the accepted Mean Vertical Sound Velocity, and (2), the corrections computed from the maximum and (3), minimum Mean Vertical Sound Velocities found in that zone. Also computed are the ratios of the Mean Vertical Sound Velocity to the fathometer velocity for all three types of Mean Vertical Sound Velocities.

The corrections computed from the sets of maximum and minimum Mean Vertical Sound Velocity for each zone are used to establish the maximum error in the correction that could result within a zone, as a result of the variability in the environment. Figure 6 a indicates the standard deviation from the mean sound velocity for all depths for all five zones, and figure 6b illustrates the maximum probable error in the echo sounding correction which one might expect as a result of the variability indicated in figure 6a.

As a result of Program VEL II we have a listing, for each zone, of the corrections to be applied to the fathometer depths which when corrected are the oceanographic standard depths from 10 metres to 9000 metres.

| ACCEPTEDMVSV |  |  | MINIMUM MVSV - |  |  | MAXIMUM MVSV , |  |  | $\begin{aligned} & \text { TRUE } \\ & \text { DEPTH } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $2^{\prime}$ | 3 | 1 | 2 | 3 | 1 | 2 | 3 | 4 |
| 9.740 | 2.599 | 1.02668 | 10 | 0 | 1.01583 | 10 | 0 | 1.04112 | 10 |
| 19.481 | 5.187 | 1.02662 | 20 | 0 | 1.01650 | 19 | 1 | 1.04084 | 20 |
| 29.238 | 7.617 | 1.02605 | 30 | 0 | 1.01630 | 29 | 1 | 1.03968 | 30 |
| 48.839 | 11.609 | 1.02377 | 49 | 1 | 1.01586 | 48 | 2 | $1 \cdot 03512$ | 50 |
| 73.454 | 15.461 | 1.02105 | 74 | 1 | 1.01458 | 73 | 2 | 1.03005 | 75 |
| 98.089 | 19.105 | 1.01948 | 99 | 1 | 1.01334 | 97 | 3 | $1 \cdot 02703$ | 100 |
| 122.658 | 23.322 | 1.01901 | 123 | 2 | 1.01260 | 122 | 3 | 1.02522 | 125 |
| $147 \cdot 308$ | 26.918 | 1.01827 | 148 | 2 | 1.01210 | 146 | 4 | 1.02399 | 150 |
| 196.624 | 33.756 | 1.01717 | 198 | 2 | 1.01179 | 196 | 4 | 1.02219 | 200 |
| 245.999 | 40.007 | 1.01626 | 247 |  | 1.01158 | 245 | 5 | 1.02073 | 250 |
| 295.454 | 45.464 | 1.01539 | 297 | 3 | 1.01119 | 294 | 6 | 1.01947 | 300 |
| 394.526 | $54 \cdot 737$ | 1.01387 | 396 | 4 | 1.01039 | 393 | 7 | 1.01741 | 400 |
| 493.699 | 63.014 | 1.01276 | 495 |  | 1.00980 | 492 |  | 1.01580 | 500 |
| $592 \cdot 858$ | 71.321 | 1.01203 | 594 |  | 1.00948 | 591 |  | 1.01477 | 600 |

## COLUMN IDENTIFICATION:

1. Fathometer depth
2.Correction for sound velocity to fathometer depth
2. Ratio $=\frac{\text { MVSV }}{\text { Fathometer velocity }}$
4.True depth

Columns 1,2.4 in metres.
Column 2 'in decimetres.



## Table I

Fathometer corrections for North Central Pacific SEAMAP Survey Surface to 1500 metres
(fathometer velocity $=1463 \mathrm{~m} / \mathrm{sec}$ )

Equation: Corr $=b \mathrm{M}+c \mathrm{M}^{2}+d \mathrm{M}^{3}+e \mathrm{M}^{4}$
Where $\mathrm{M}=$ Fathometer depth in metres
Corr $=$ Correction in metres to be added to fathometer depth

| ZONES | CONSTANTS |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Zone A <br> $\left(46^{\circ}\right.$ to $\left.56^{\circ} \mathrm{N}\right)$ <br> Zone B <br> $\left(42^{\circ}\right.$ to $\left.46^{\circ} \mathrm{N}\right)$ | $+6.0424 \times 10^{-3}$ | $-3.3660 \times 10^{-6}$ | $+5.2830 \times 10^{-9}$ | $-1.2858 \times 10^{-12}$ |
|  | $+2.52993 \times 10^{-2}$ | $-2.2670 \times 10^{5}$ | $+1.4598 \times 10^{-8}$ | $-3.0225 \times 10^{-12}$ |
|  | $-2.2860 \times 10^{-5}$ | $+1.7232 \times 10^{-8}$ | $-3.9494 \times 10^{-12}$ |  |
|  |  |  |  |  |
| $\left(28^{\circ}\right.$ to $\left.36^{\circ} \mathrm{N}\right)$ | $+4.3265 \times 10^{-2}$ | $-4.0874 \times 10^{-5}$ | $+2.2439 \times 10^{-8}$ | $-4.1810 \times 10^{-12}$ |
| Zone E | $+5.3085 \times 10^{-2}$ | $-5.4265 \times 10^{-5}$ | $+3.0317 \times 10^{-8}$ | $-5.7826 \times 10^{12}$ |
| $\left(20^{\circ}\right.$ to $\left.28^{\circ} \mathrm{N}\right)$ |  |  |  |  |

## Table II

Fathometer corrections for North Central Pacific SEAMAP Survey 1500 metres to 10000 metres
(fathometer velocity $=1463 \mathrm{~m} / \mathrm{sec}$ )
Equations: Corr $=a+b \mathrm{M}+c \mathrm{M}^{2}+d \mathrm{M}^{3}+e \mathrm{M}^{4}$
Where $M=$ Fathometer depth in metres
Corr $=$ Correction in metres to be added to fathometer depth

| ZONES | CONSTANTS |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $a$ | $b$ | c | d | $e$ |
| $\begin{gathered} \text { Zone A } \\ \left(46^{\circ} \text { to } 56^{\circ} \mathrm{N}\right) \end{gathered}$ | - 0.36 | $+2.800 \times 10^{-3}$ | $+3.244 \times 10^{-6}$ | $+3.530 \times 10^{-10}$ | $-1.203 \times 10^{-14}$ |
| $\begin{gathered} \text { Zone B } \\ \left(42^{\circ} \text { to } 46^{\circ} \mathrm{N}\right) \end{gathered}$ | + 4.64 | " | " | " | " |
| $\begin{gathered} \text { Zone C } \\ \left(36^{\circ} \text { to } 42^{\circ} \mathrm{N}\right) \end{gathered}$ | + 7.64 | " | " | " | " |
| $\begin{gathered} \text { Zone D } \\ \left(28^{\circ} \text { to } 36^{\circ} \mathrm{N}\right) \end{gathered}$ | + 14.64 | " | " | " | " |
| $\begin{gathered} \text { Zone E } \\ \left(20^{\circ} \text { to } 28^{\circ} \mathrm{N}\right) \end{gathered}$ | + 17.64 | " | " | " | " |

These are the data by which the echo soundings are corrected. The corrections for each zone are plotted against the fathometer depths to which they apply and smooth curves drawn through the data points. By means of a least square curve-fitting procedure, a polynomial expression is derived to match the empirical curves. This expression, therefore, yields a correction as a continuous function of depth for each zone. We have found that a fourth order equation will fit the curves with departures less than 0.3 metre above 1500 metres. Below 1500 metres a single polynomial expression will fit the curves for all zones merely by changing the $a_{0}$ term, with departures not exceeding 1 metre. The coefficients of the polynomials for the SEAMAP zones are listed in tables I and II. The correction versus depth curve and polynomial expressions for zone B are shown in figure 7.


Fig. 7. - Corrections to fathometer depths for sound velocity for Zone B.

A simple computer program provides a look-up routine whereby the coefficients appropriate to the zone in which a sounding is made are used with the fathometer depth to 'solve' the polynomial for the correction. This correction is then added to the fathometer depth to yield the corrected depth.

As a supplement to the computer method, conventional tables have been prepared from the polynomial coefficients which provide for 'manual'
correction of fathometer readings when the situation does not warrant computer assistance. The tables have been prepared in two parts to yield corrected depths in metres and fathoms.

## 4. - SUMMARY

The method described here embodies the following features.

1. Echo sounding corrections for sound velocity are available as a continuous function of depth, and are calculated and applied without manual effort.
2. The procedure is based on Wilson's formula which is generally accepted as superior to the Matthews-Kuwahara values. The differences, though small, are systematic, resulting in a slightly deeper ocean.
3. The procedure is designed to utilize all data on the environment available from the U.S. NODC, and yields quantitative information as to the probable error in the corrections.
4. A minor refinement in calculating the Mean Vertical Sound Velocity is achieved by means of an equation which recognizes that the velocity changes within each layer.
5. A minor refinement in applying the correction is achieved by developing the corrections as a function of fathometer depths rather than true depths.
6. Although corrections are made as a continuous function of depth, " scarps" as large as 7 metres in water depths of 5660 metres can occur when track lines cross zone boundaries. These artificial scarps could be eliminated by using an interpolation technique between zones. As the boundary location is known, the cartographer can compensate for artificial scarps if they should occur.

We are indebted to Mr. R. K. Reed for reviewing the manuscript and Mr. James L. Stephens for drafting the figures. The developmental work was accomplished on the IBM 1620 computer which was made available by Admiral H.J. Seaborg, Director, Pacific Marine Center, Seattle, Washington.

## METHOD FOR COMPUTING THE MEAN VERTICAL SOUND VELOCITY (MVSV) <br> FROM VELOCITIES GIVEN AT THE OCEANOGRAPHIC STANDARD DEPTHS

The MVSV is the mean velocity of a sound wave travelling from the ocean surface to any depth, $Z_{n}$ where $Z_{n}$ is one of the oceanographic standard depths. As the actual sound velocity usually changes continuously with depth, the derivation of a MVSV is complex; as a simplification the
water column is considered to consist of a number of layers bounded by the oceanographic standard depths, within each of which the sound velocity gradient is constant.


In each layer, the time required for the sound wave to pass vertically through the layer is

$$
\begin{equation*}
t_{n}=\frac{z_{n+1}-z}{v}=\frac{\Delta z}{v} \tag{1}
\end{equation*}
$$

where $Z_{n}$ is an oceanographic standard depth, $Z_{n+1}$ is the next deeper oceanographic standard depth, and $V$ is the sound velocity. Within each layer the sound velocity is assumed to vary as a linear function of depth. It is clear that the velocity at any depth $Z$ within the layer is

$$
\begin{equation*}
v_{z}=v_{0}+\left(\frac{\Delta v}{\Delta z}\right) z=v_{0}+g z \tag{2}
\end{equation*}
$$

(note $g$ has a negative sign)
where $g$ is the gradient of velocity within the layer.
Substituting the expression V from equation (2), into equation (1), and taking the derivative of equation (1)

$$
d t=\frac{d z}{v_{0}+g z}
$$

and integrating over the depth interval $n$ from layer $Z_{0}$ to $Z_{n}$,

$$
\begin{aligned}
& \left.\int d t=\int_{z_{0}}^{z_{n}} \frac{d z}{\nu_{0}+g z}=t_{n}=\frac{1}{g} \ln \left(v_{0}+g z\right)\right]_{z_{0}}^{z_{n}} \\
& t_{n}=\frac{1}{g} \ln \left(v_{0}+g z_{n}\right)-\frac{1}{g} \ln v_{0} \\
& \text { but } v_{0}+g z_{n}=v_{n} \text {, so } \\
& t_{n}=\frac{1}{g} \ln \left(v_{n}-v_{0}\right)=\frac{1}{g} \ln v_{n}
\end{aligned}
$$

which yields the time for the sound wave to pass through the first layer.

Similarly for all other layers to a depth $Z_{N}$ :

$$
\mathrm{T}_{\mathrm{N}}=\Sigma t_{n}+t_{n+1}+t_{n+2} \ldots t_{\mathrm{N}}
$$

the mean velocity for the sound wave to get to depth $Z_{N}$ is therefore

$$
\mathrm{VMVS}_{\mathrm{N}}=\frac{\mathrm{Z}_{\mathrm{N}}}{\mathrm{~T}_{\mathrm{N}}}
$$
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# Iron-Manganese Nodules from Nares Abyssal Plain: Geochemistry and Mineralogy 

Abstract. Three nodules from a core taken north of Puerto Rico are composed chiefly of an $x$-ray amorphous, hydrated, iron-manganese oxide, with secondary goethite, and minor detrital silicates incorporated during growth of the nodules. No primary manganese mineral is apparent. The nodules are enriched in iron and depleted in manganese relative 10 Atlantic Ocean averages. The formation of these nodules appears to have been contemporary with sedimentation and related to volcanic activity.

Three iron-manganese nodules were recovered from a $95-\mathrm{cm}$ core taken on Nares Abyssal Plain ( $25^{\circ} \mathrm{N}, 65^{\circ} \mathrm{W}$ ), a deep southeastern extension of Hatteras Abyssal Plain (1), from a depth of 5729 m . Two of the nodules came from the top 5 cm of the core; the third, from a depth of 73 cm . They provided a rare opportunity for study of geochemical variations of nodules with depth in a sediment column; they were spherical, 3 cm in diameter, and friable, showing uniform distribution of black submetallic grains in an ocherous matrix; a unique feature was their identical size, shape, texture, mineralogy, and concentration of minor elements although the $73-\mathrm{cm}$ nodule predates the other two by at least 30,000 years on the
basis of estimates of the rate of accumulation of clay in the North Atlantic (2). The core sediment was typically abyssal (3), had uniform texture, contained sparse micronodules, and was oxidized throughout; there was no physical evidence of disturbance of sediment within the core, and the extremely friable nature of the nodules precludes any postformational transport.
The nodules were crushed, and washed repeatedly by centrifugation and decantation for removal of soluble salts and adherent clay. Subsamples were taken for x -ray diffraction, differ-ential-thermal, thermogravimetric, and atomic-absorption analyses. The fractions for x-ray diffraction analysis were examined under a microscope, and ap-

Table 1. Chemical compositions (percentages by weight) and characteristics of iron-manganese nodules compared with some Atlantic averages. Results: 1 and 2 , for the two surface nodules; 3, for the $73-\mathrm{cm}$ nodule; 4 , average of 16 other analyses (8).

| Result | Element |  |  |  |  |  | 1gnition <br> loss | Insoluble <br> residue | $\mathrm{Mn}: \mathrm{Fe}$ <br> ratio |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | Fe | Mn | Co | Cr | Cu | Zn |  |  |  |
| 1 | 28.42 | 19.35 | 0.41 | 0.01 | 0.14 | 0.07 | 41.22 | 27.10 | 0.681 |
| 2 | 31.61 | 17.52 | .39 | .02 | .16 | .05 | 34.39 | 19.59 | .554 |
| 3 | 34.96 | 13.21 | .37 | .02 | .14 | .05 | 37.72 | 25.40 | .378 |
| 4 | 25.85 | 21.20 | .58 | .003 | .22 | .10 |  |  | .820 |

- After ignition loss.

Table 2. X-ray powder data for nodule phases in the range $500^{\circ}$ to $1000^{\circ} \mathrm{C}$, hematite, and jacobsite; for the last two, lines of intensity less than 20 are not included. For the nodule phases, line intensities were determined visually; Fe radiation. $\lambda=1.9373 \mathrm{~A}_{\text {; }}$; camera diameter, 114.6 mm . Lines for detrital-silicate phases are not included. Abbreviations: $I$, intensity; $v$, very ( V refers to breadth only); w, weak; B, broad; m, medium; s, strong.

| Hematite, ASTM 13-534 (d A, I) | Nodule phases ( $d$ A, $I$ ) |  |  |  | Jacobsite, ASTM 10-319 (d A, I) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $500^{\circ} \mathrm{C}$ | $650^{\circ} \mathrm{C}$ | $870^{\circ} \mathrm{C}$ | $1000^{\circ} \mathrm{C}$ |  |
| 3.66,25 | 3.66, vwB | 3.66,mwB | 3.68 ,mw | 3.679, vw |  |
|  |  | 2.97,wB | 2.98.m | 2.981,m | 3.005,35 |
| 2.69,100 | 2.70,mwB | 2.69 S | 2.70,m | 2.699,w |  |
|  |  |  | 2.54,v3 | 2.544, wrs | 2.503,100 |
| 2.51.50 | 2.51 ,mwB | 2.52,vsVB | $2.52 . \mathrm{m}$ |  |  |
| 2.201,30 | 2.20,wB | 2.20 ,mw | 2.21,w | 2.206, rvw |  |
|  |  | 2.101,wB | 2.107 ,mw | $2.107 . m$ | 2.124,25 |
| 1.838.40 | 1.837, nw B | 1.833.mwB | 1.839,w | 1.8430, vw |  |
| 1.690,60 | 1.692,wB | 1.687 ,ms | 1.692 ,mw | 1.6923.vw |  |
|  |  | 1.617,wB | 1.621 ,m | 1.6227 ,m | 1.6355,35 |
|  |  |  | 1.488, ${ }^{\text {s }}$ | 1.4904 ,ms | $1.5031,40$ |
| 1.484,35 | 1.483, vw B | 1.483 ,ms |  |  |  |
| 1.452,35 | 1.450, wwB | 1.449.m | 1.452.mw | 1.4543,vw |  |

parent mineral phases were segregated. Bulk samples were used for all other analyses.

The fractions for $x$-ray diffraction analysis were ground in ethanol and dried at $70^{\circ} \mathrm{C}$. Other bulk samples, for determination of phase relations at elevated temperatures, were heated in a muffle furnace in air for 72 hours at $200^{\circ}, 500^{\circ}, 650^{\circ}, 870^{\circ}$, or $1000^{\circ} \mathrm{C}$ (each sample at one temperature) before cooling in air. All samples were mounted in silica capillaries and $x$-rayed in a powder camera with Mn-filtered Fe radiation.

Differential-thermal and thermogravimetric analyses were used to determine thermal stability, recrystallization, and dehydration, and to supplement and confirm x-ray diffraction results in the determination of composition and phase relations in the nodules. Thermograms and dehydration curves were obtained between $25^{\circ}$ and $1200^{\circ} \mathrm{C}$.

A sample, ranging from 0.5 to 1.0 g , was collected from each nodule and ignited at $1000^{\circ} \mathrm{C}$; the ignition loss was measured, and the sample was leached with concentrated hydrochloric acid. The resultant solution was filtered, and the filtrate was diluted to a known volume. The concentrations of the elements investigated were determined by atomic-absorption spectroscopy (Table $1)$; analytical error is 5 percent of the amount present. The insoluble material was collected on filter paper, ignited, and measured (Table 1). The elemental values are expressed as weight percentages on a detrital-mineral-free basis. Ignition loss and insoluble residue, determined gravimetrically, are expressed as weight percentages of the bulk nodule.

No primary manganese mineral was detected in the nodules, although spectroscopic analysis demonstrated the presence of 13 to 19 percent (by weight) manganese (Table 1). Other studies of iron-manganese nodules have reported the presence of some form of manganese mineral on the basis of $x$-ray diffraction analyses which, alone, are inadequate for accurate characterization of the mineralogy of nodules. X-ray diffraction analyses of the black submetallic grains indicated that the material is amorphous, but the ocherous matrix consists of cryptocrystalline goethite.

Our studies indicate that the manganese is diadochic in an x-ray-amorphous, hydrous, iron oxide phase; this conclusion is based partly on $x$-ray dif-
fraction analyses of bulk samples heated to between $200^{\circ}$ and $1000^{\circ} \mathrm{C}$. At no stage was a discrete manganese oxide phase observed although, from studies of amorphous manganese oxide gels (4), crystallization of some form of an oxide below $500^{\circ} \mathrm{C}$ is expected. Below $200^{\circ} \mathrm{C}$, dehydration occurs and the nodules lose as much as 20 percent water by weight. Between $200^{\circ}$ and $400^{\circ} \mathrm{C}$ the predominant iron-manganese oxide phase crystallizes as $\mathbf{M n}$-hematite with an empirical formula $\alpha-\mathrm{Fe}_{2-x} \mathrm{Mn}_{r^{-}}$ $\mathrm{O}_{3}$; simultaneously goethite from the ocherous matrix undergoes dehydroxylation to $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3}$ (hematite). Above $650^{\circ} \mathrm{C}$ the Mn -hematite and hematite (Spinel (jacobsite); the transition is nearly (begin to recrystallize, forming $\mathrm{Fe}-\mathrm{Mn}$ ) complete at $870^{\circ} \mathrm{C}$ (Table 2).

Other workers (5) have shown that the lower limit for the formation of $\mathrm{Fe}-\mathrm{Mn}$ spinel from stoichiometric mixtures of the oxides is approximately $1000^{\circ} \mathrm{C}$. If manganese is diadochic in an iron minet.al such as the $\mathrm{Fe}-\mathrm{Mn}$ oxide phase observed in these nodules, jacobsite could be formed appreciably below $1000^{\circ} \mathrm{C}$.

Differential-thermal analyses provide further evidence of the existence of a hydrous iron-manganese oxide phase. Thermograms of the nodules compare favorably with those reported by other workers $(6,7)$ for hydrated iron oxide gels. No observed reaction could be attributed to the crystallization of manganese oxide from a gel, although dif-ferential-thermal studies of prepared mixtures (7) clearly show a resolved exothermal doublet in the range $200^{\circ}$ to $400^{\circ} \mathrm{C}$, corresponding to the crystallization of iron and manganese oxides from their respective gels.

The ocherous matrix of the nodules consisted chiefly of cryptocrystalline goethite; their sediments and insoluble residues contained abundant illite, mi-
nor chlorite and kaolinite, and traces of montmorillonite, quartz, amphibole, plagioclase, and potassium feldspar. The nodules appeared to have no nuclei, although rare shards, and porcelaneous grains apparently pseudomorphic aftershards, were observed under the microscope. The porcelaneous grains were chiefly montmorillonite with minor phillipsite. No carbonate mineral was observed in nodules or sediment.

We suggest that formation of these nodules was contemporary with sedimentation and apparently related to volcanic activity; the basis for our argument is the occurrence within the nodules of large percentages of detrital silicates (from sedimentation) (see Table 1), and of rare shards and shard pseudomorphs from volcanic activity.

The nodules were enriched in iron and depleted in manganese relative to average values for the Atlantic Ocean (Table 1); nevertheless our values fall within the reported ranges for these elements (8). The $\mathrm{Mn}: \mathrm{Fe}$ ratios of the nodules, differing appreciably, are considerably lower than most reported values for Atlantic nodules ( 8,9 ).

Although the manganese content of the surface nodules is significantly greater than that of the $73-\mathrm{cm}$ nodule (Table 1), no evidence suggests that manganese has migrated. Migration of manganese requires an environment that reduces manganese IV to manganese II (10), and there is no evidence in this core of such a reducing environment. The most probable oxidation state is manganese IV which has $t_{2 g}{ }^{3}$ electron distribution. The ligand-field stabilization energy associated with this electron distribution is $6 / 5 \Delta_{0}$ (11), which is maximum. Manganese II has a $t_{2 g}{ }^{3} e_{g}{ }^{2}$ electron configuration and no ligand-field stabilization energy; therefore the energy difference between the
two states may be sufficient to deter the migration of manganese IV.

The contents of minor elements ( Cr , $\mathrm{Co}, \mathrm{Cu}$, and Zn ) were similar for the three nodules (Table 1), but our values for them are considerably less than average values for the Atlantic Ocean, with the exception of Cr which is greater by an order of magnitude than reported values (8). Our overall analyses suggest a similar history of formation of all three nodules.
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IN LATE August 1966, Hurricane Faith lathered the Atlantic, north of Haiti, sending powerful waves far beyond her circumscribed violence. To some - such as the swimmers who were to drown in rip currents coursing through the surf at Wrightsville Beach, North Carolina these waves held an ominous promise. To others - like the scientists and technicians of the Land and Sea Interaction Laboratory, of ESSA's Atlantic Oceanographic Laboratories - they provided a rare opportunity for the study of exceptional breakers and their forceful effects on beaches.

On August 29, when the first waves of Hurricane Faith began to crash in on the beach at Virginia Beach, Virginia, swimmingsuit clad LASILites, led by laboratory director Dr. Wyman Harrison, were poised for action, ready to struggle into the churning surf on an around-the-clock schedule of observations that would numb them for 20 straight days. Their objective would be to amass data on winds, waves, tides, currents, and sea-water properties - enough data to permit them to explain the dramatic shift from significant beach deposition to radical beach erosion as a hurricane approaches shore.

On September 1, far to the north of Cape Cod, LASIL oceanographer Dr. Robert Byrne,* was waiting with timelapse cameras and a series of wave gages to make photographs and electrical traces of the giant breakers that would come hulking over the outer bar near Truro, Massachusetts.

Once the mighty waves had subsided, the cast of swimmingsuit players would return to its offices for the drudgery of preparing thousands of bits of data for computer analysis. It would be nearly a year after Faith had blown through the North Atlantic that an ESSA computer would grind out an equation which would - in just one line of cryptic symbols - give a precise formulation of how hurricane waves can

* Then of Woods Hole Oceanographic Institution.
modify a beach. And Dr. Byrne, poring over his photographs a few weeks after the waves had subsided, would find to his amazement that the huge waves that had passed over Cape Cod's outer bar had been disturbed in such a way that somehow, without even breaking, they had each reformed into several smaller waves. His precise traces obtained from the wave gages would eventually add an important new wrinkle to oceanographers' understanding of the ways that large waves "deform" in shallow water.

The foregoing illustrates the major part of LASIL's mission of putting land-sea interactions on a quantitative basis. Although formerly it was known, for example, that long, low waves tended to move sand onto a beach and that short, high waves eroded beaches, LASIL has gone the extra mile by developing equations that tell how long and how high the waves will be before beach erosion or deposition begins. Such quantitative information is vital to engineers and others whose design of coastal structures must be based upon a precise understanding of the relationships involved.

A variety of tools - some primitive, some elegant - are used to accomplish LASIL's objectives.

Lt. John Boon, assigned to LASIL from the C\&GS, is working on his master's thesis in a cooperative program between LASIL and the Virginia Institute of Marine Science. He is studying the movement of beach sand using fluorescent sand grains and a "cookie cutter" on a pipe. He dumps a vial of dyed sand in the surf and then, at timed intervals, he and several Girl Scout volunteers dash back and forth into the brine to pick up plugs of sand with the cookie cutter. The plugs, marked for identification, are taken back to the laboratory where ultraviolet (black) light is shined upon them, and the fluorescent grains in each sample are counted. From these data, and information on wave activity and currents, Boon can develop equations for the speed and direction of beach sand movement under different conditions. continued


LASIL technician E. W. Rayfield samples hurricane surf at Virginio Beach. (Left) The inlet between North and South Bimini, B.W.I. (Right) Lt. John Boon with Girl Scout volunteers who aided research project on movement of beach sand.


Vastly more clegant that Lt. Boon's cookie cutter is the C\&GS's "ODESSA" system used by LASIL in a study of the interaction betwcen tidal currents, underwater sand waves, and the transport of fluorescent sand grains. The study was conducted in a tidal inlet betwcen the islands of North and South Bimini in the Bahamas. "ODESSA" is a complete system of telemetcring occanographic sensors and with it LASIL monitored the inlet currents at 16 points.

In deploying the "ODESSA" system, it was first necessary to mount the sensor packages rigidly on tripods at the Lerner Marine Laboratory on North Bimini. These tripods were taken one by one on a workboat to the proper points in the inlct, where they were emplaced during slack water. Electrical cables from the sensors were then connected to recording units on shorc. Once running, the "ODESSA" faithfully kept track of the speed and direction of the currents as water rushed in and out of the inlet.

The most exciting part of the inlet study involved keeping track of the movement of sand waves on the floor of the inlet. For this, it would be necessary for the LASIL workers to become "menfish." Donning SCUBA or HOOKAH gear, the oceanographers first placed a rigid, 200 -foot "ruler" on the bottom, oriented perpendicular to the crests of the sand waves and made perfectly level. Then, as the current waxed and waned, flooded and ebbcd, LASIL menfish made repeated runs back and forth along the ruler with underwater movie cameras. There, 20 feet down in the crystal clear

Bahamian water, they trapped the motion of foot-high duncs and pearly-white sand as the sca floor undulated rhythmically along in the direction of the currents.

LASIL staged something of an underwater ballet in order to frecze the movement of individual sand grains which -by their skipping over the backs, crests, and stecp fronts of the dunes - cause the downcurrent motion of the dune forms.

Choreography for the sampling runs involved a lead player who cut open tubes of fluorescent sand laid out on the bottom parallel to one of the dune crests. At precisely timed intervals, this Icader would signal three other SCUBA-dancers holding paint rollers. These diver-dancers would press the roller on the bottom and glide off over a prescribed downcurrent course, unrolling a plastic film covered with silicone grease. At the end of the 60 -foot-long "stage," the film was expended and the divers would kick to the surface. Another diver would then flutter to the stage and coax the plastic film up of the bottom. In a skiff on the surface, a "stagehand" would reel the film out of view of the audience of lobsters, grouper, and an occasional barracuda.

Study of the brilliantly fluorescent grains on the LASIL tapes is permitting testing of a backlog of theoretical and laboratory work on sediment transport by currents. Thus, LASIL's research program carries forward a vital environmental approach to understanding the various interactions along the boundary where the sea meets the land.
(Right) Hurricane Faith waves attacking the shore of Cape Cod. Photo was taken on Sept. 2. 1966 at Truro. Mass., from seaside cliffs 130 ft . in elevation. The waves shown have deformed to multiple crests in passing over the off-shore bar. The waves in the foreground, about to break, are about seven feet in height. (Below) LASIL staff members set an ODESSA sensor in place at Bimini, B.W.I.
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## DEEP SEA RELEASE MECHANISM

T. J. Sokolowski and G. R. Niller

Many oceanographic measurements are most easily obtained by dropping a weighted instrument package to the ocean floor. After the measurements are made the weight is released and the buoyant instrument package floats to the surface for recovery. This report describes a release device actuated by the closing of an electrical switch.

Key Words: oceanographic measurements, release device, actuated, solenoid plunger, and valve.

## 1. IITTRODUCTION

One commonly used release device (Van Dorn, 1953) depends on a magnesium link but the uncertainties in corrosion rates cause large errors in release times. The release device described in this report is actuated by the closing of an electrical switch. A solenoid plunger breaks a glass "valve" that equalizes the pressure in a fluid-filled cylinder and permits a piston to be extracted (fig. 1).

## 2. DESCRIPTION

The release device consists of three main parts (fig. 2). The first part contains the solenoid and a sleeve. The next section consists of a glass tube valve or differential pressure release, an auxiliary pressure release and the piston housing. The third component is the expendable piston.

The solenoid has approximately 1000 turns of No. 30 HNC NYCLAD wire that is completely filled and encased in plastic. The chromeplated plunger has a brass screw with a nut at one end, which serves as the striking device to break a small glass tube. The power source to activate the solenoid is a compact $45-\mathrm{V}$ battery contained in the instrument package. The striking device of the plunger is neld at a


Figure 1. Schematic showing basic principles of operation of release device.


Fjnure 2. Engineering drawing of the individual parts and their size.
approximately .05 in. from the glass tube by a very flexible stainless steel spring. A thin magnesium wire (taut) attached to the sleeve is placed between the plunger and the glass tube to insure against prebreakage of the glass by the plunger durine suriace handlinc. The sleeve houses the solenoid and also serves as a connection between the piston housing and the instrument package. The solenoid is held in place near the top of this housing. A band across the top diameter of this sleeve stops the plunger from comine out of the solenoid.

The glass tube, having a_shape of a question mark, is held firmly in place on top of the piston housing. This glass tube is broken by the solenoid striking device. It is etched near the sharp bend to insure breakage.

When the glass is broken the pressure differential in the piston housing no longer exists and the piston may then slide out of the rest of the mechanism. The expendable brass piston is the only part of the mechanism that is eventually left behind with the anchor. A tension of about 5 lb is sufficient to separate the piston from the rest of the release device.

As a back-up in case the glass fails to be broken, a magnesium rod will deteriorate and release the pressure differential. The circumference of the protruding magnesium rod has been coated with FLECTO VARATHAN liquid plastic, and only the diameter face of the rod is exposed to sea water. This delays the chemical deterioration of the magnesium rod considerably and allows the mechanism to be submerged for long periods of time. Figure 3 shows two graphs of deterioration rates as a function or time. The solid line is the deterioration rate at the surface pressure in sea water. The dashed line is the deterioration rate at 7500 psi measured in a limited amount of sea water and at $25^{\circ} \mathrm{C}$. These two curves are not to be considered as absolutely accurate but only as a guideline for the deterioration rate.

When the piston is inserted ali the remaining voids in the housing are filled with silicone oil. A magnesium pin near the bottom holds the piston firmly in place so that the device will not separate during surface handling. Once the instrument package is released from the surface, this magnesium pin begins to deteriorate. After the pin has completely deteriorated, the increased pressure at depth produces a pressure differential that will support a heavy load. The maximum load that can be supported at any depth is given by the product of the area of the piston head times the hydrostatic pressure. When the glass is broken the pressure differential no longer exists and the piston slips out of the piston housing. The instrument package is then free to float to the surface leaving the expendable brass piston and anchor behind.

This instrument was tested at atmospheric and higher pressures. The higher pressure rance was between $7,00 \mathrm{psi}$ and 9000 psi . The pressure chamber used was ESSA's housed at the University of Hawaii Look Laboratory.

The surface testing was done in approximately 3 ft of sea water using a 5-1b weight as the anchor. In this test the mechanism performed as expected, releasing the anchor at each specîied time.

The higher pressure testing was performed at $25^{\circ} \mathrm{C}$; at present no refrigerated test chamber is available. Various parts of the mechanism were tested separately at 9000 psi. The solenoid was tested at $9000-\mathrm{psi}$ cycling the pressure. Tests of the complete mechanism were made at pressures up to 7500 psi .

The back-up magnesium release rod was tested at surface pressures and at 7500 psi for various lengths of time. The chemical deterioration test at ' 7500 psi was performed usine a small volume of sea water in a container and may not be accurate.
4. SUMIJARY

This release mechanism has an advantage over dissolving link releases of immediately freeing the instrument package after a predetermined length of time. The timing mechanism and power supply are contained in the instrument packace. The release is made of brass for ease in machining but could be made of other suitable materials. The instrument was tested at surface and hicher pressures and performed satisfactorily in all tests. The deterioration curves are not to be considered as accurate but only to provide an approximation in establishing the length of the magnesium rod to be used for various lengths of submergence time.
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# OCEAN-WIDE SURVEYS, BOTH METEOROLOGICAL AND OCEANOGRAPHIC 

HARRIS B. STEWART, JR.

## ESSA Institute for Oceanagraphy, U.S. Department of Commerce <br> Washington, D.C.

Any ocean-scale survey activity would be less than efficient if it were purely oceanographic or purely meteorological. Oceanic and meteorological phenomena are too closely interrelated to attempt to understand one through ocean-wide surveys without considering the other at the same time.

To digress for a moment, this same philosophy has been extended to the administrative end of the scientific spectrum with the recent merger of the Weather Bureau, the Coast and Geodetic Survey, and the Central Radio Propagation Laboratory of the National Bureau of Standards to form a new group within the Department of Commerce which labors under the burdensome-but descriptive-title of the Environmental Science Services Administration. ESSA is a new concept-" "lumping" versus the usual governmental operation of "splitting." So far it is working well, and we who are involved in it have great hopes for the future.

ESSA, to carry out the research required to provide adequate services in relation to the marine environment, is establishing the ESSA Institute for Oceanography. Its establishment will be formally announced on the 26 th of December. Just a word about this might be in order, since institutes of and for oceanography are fairly close to a lot of our hearts out here. What we're doing is this : We hope to be providing to ESSA the research needed in order to carry out their missions in the field of marine products and services. It is not to be a purely basic research institute as such in competition even scientifically or financially with Scripps or Woods Hole and Lamont, rather we envision this as a research group that will be trying to bridge what some of us consider a considerable gap between basic research conducted elsewhere and the people who are banging on our doors for information on the ocean. This involves everyone from the Jerry Namiases in the long-range forecasting business screaming for sea-surface information, through the people concerned with putting up oil rigs who want to know the currents that they are going to be involved in as they work in the ocean, to the minerals people, the fisheries people, everyone concerned with the ocean as an environment. This will be the thing then that we will be working on in our Institute for Oceanography. It will be located, at least temporarily, in Washington, D.C. Eventually, of course, we hope for a coastal site somewhere, but that will be long in coming, I'm afraid.

Joe Reid had my talk this morning all scheduled and a name tied to it, and my first reaction was to change the name, but my second reaction was to become sufficiently informed myself so that I could
speak to the same title Joe had planned. Therefore, what I would like to do is tell you something of oceanwide surveys both from the meteorological point of view and the oceanographic point of view.

Jerry Namias alluded briefly to something called the World Weather Watch, and I think it's worth cluing you in briefly on the World Weather Watch as a concept. As I discuss this, please keep it within your oceanographic frame of reference. Think of this as perhaps an oceanographic possibility although being developed primarily for meteorological purposes. To commemorate the United Nations' 20 th birtliday, 1965 was designated as International Cooperation Year, and in speaking of this President Johnson said: "We will move ahead with plans to devise a worldwide weather system, using the satellite facilities of all industrialized countries. The space age has given us an unparalleled capacity to predict the course of the weather. By working together on a global basis we can take new strides toward coping with the historic enemies: storms, droughts and floods."

The World Weather Watch is an interesting idea. The rapidly evolving capabilities of modern weather instrumentation together with the very large advances which have been made in the understanding of the atmosphere have led people to plan a truly global obscration network for meteorology. The motivating idea was that better weather service for all nations really offers the best hope for understanding the atmospheric environment in which we all live. Again keep the oceanographic framework in mind as I go through this meteorological approach.

The World Weather Watch is a system of observing, collecting, processing, and distributing weather information, using the latest developments in communications, data processing, instrumentation, and space technology. Its objective is to remedy age-old deficiencies in weather operations which have prevented meteorologists from providing weather predictions of longer range, greater accuracy, and more usefulness. The plan is being worked out through WMO (World Meteorological Organization). There are some 125 nations now involved in WMO. Already there is an international weather network, but it reflects the widely differing capabilities of the internal weather services of the various countries involved. In many instances several nations cooperate in joint efforts to collect vital weather information. The United States and some western European countries, for example, share the task of maintaining the ocean weather stations.

But the present weather observing and communication networks fall far short of providing the weather
services that are required today. The network of upper air observations, for example, is way below the minimum requircments for about $80 \%$ of the earth, for half the globe these observations are totally inadequate, so the meteorologists have considerable problems. But one thing they have done is to establish this World Weather Watch. No one nation could be expected to provide it all-it had to be done on an international basis. As Jerry Namias said, the perfection of mathematical models is coming along, but they need the information that is to be put into them, and I agree with him in that I think it quite probable that when we have good mathematical models and adequate input of global weather data to these models, we will be able to increase our ability for long-range forecasting. But again, this depends on global-scale data-it's nothing that can be done with one man and one lab somewhere-it requires a large network for obtaining meteorological data.

In 1961 after the first Tiros satellite, President Kennedy expressed the desire of the United States to cooperate with other nations in space technology for peaceful purposes, and, speaking to the United Nations, he said the United States "would propose cooperative efforts between all nations in weather predictions and eventually in weather control" (they keep talking about weather control, but this is a long, long way away). And United Nations Resolution 1721, which concerned international cooperation in the peaceful uses of outer space and embodicd the idea of coopcrative meteorological work, was approved unanimously by the General Assembly of the UN on December 20, 1961, just four years ago today. In the field of meteorology the resolution proposed that the World Meteorological Organizations study means of developing a global weather network to receive, process, and transmit information received from weather satellites.

Specifically, the resolution requested WMO in collaburation with UNESCO and ICSU (the International Council of Scientific Unions) to draw up a proposal for appropriate organizational and financial arrangements and get guing with it. In the first report to the United Nations submitted in 1962 WMO recommended the creation of a World Weather Watch combining satellite information with an expanded network of continental information to bring better weather services to all nations of the world. And it is coming along. Plans are developing, and-as these things do -it requires committees and panels, and meteorologists, at least in the United States, are working closely with the National Academy of Sciences Committee on Atmospheric Sciences, and it is coming along-the plan is taking shape, funds for it are being planned -are being budgeted (no onc knows how these will come out, it's always sort of a problem), but the point to be made is that the meteorologists are moving right along in this field of developing a global observational network for improving weather prediction and especially long-range weather forecasting throughout the world.

It would be very interesting to me to see the word "meteorological" replaced with "oceanographic"
throughout the foregoing discussion. And there are trends in this direction. One of the aspects of the World Weather Watch is that over much of the ocean there are no means of obtaining meteorological data. The early plans for the World Weather Watch include a series of ocean buoys transmitting meteoro-logical data. It is our intention that the buoys will also be able to obtain oceanographic information.

Again this creates something of a problem because I personally am convinced that right now we do not have a buoy that can sit out there and operate sixeight months with high reliability. It just isn't here yet. There are a lot of plans, ideas, lots of developmental work, particularly the work that ONR is doing, but to get the buoy that will sit in one place for as much as six months with the sensors operating effectively with no deterioration of the data right now is not possible. Therc are people working on it, but it seems to me that we have to stop talking about great global buoy networks without having the backup to go along with it, and we just don't have it yet. Good buoys are onc thing that a lot of people are working on, some of you here arc involved in it. It is primarily a technological problem rather than a scientific problem, and I'm a firm believer that if enough bucks are poured into it, it can be solved. Never underestimate the profit motive as a means for getting something done. I think this is also true for oceanography as a whole. People say, for example, that there are not enough oceanographers to justify adding funds to the program on a large scale. My answer is "horsefeathers." With enough money poured into it, oceanographers "will come out of the woodwork." There will be people from other disciplines who are currently working on problems unrelated to the occan who can just as well translate their effort to similar problems in the ocean.

The same thing happened when we were first talking about a large effort in space. If you look back at some of the Congressional hearings, the standard question was "How can we possibly mount a large-scale space program, we have no space scientists in the United States." Yet when the dollars were placed on the line, "space scientists" came from everywhere. The same thing could happen in oceanograply. But I get sidetracked. That then is a brief summary of the World Weather Watch as it now stands.

Now what about the ocean business? Certainly the problem of systematic surveys in the ocean is nothing new to the CalCOFI people. Your organization's program has been one of continuing systematic surveys for some 17 years. Within the Federal Government, where we have been trying to do this on an oceanic scale, we had some of the same problems that CalCOFI has had. Processing, working up, and publishing the data has been a real bugaboo for us. First, a few words as to how this effort got started.

The National Academy of Sciences Committee on Oceanography (NASCO) in their monumental 12chapter report had a Chapter 9 called Ocean-wide Surveys. This was no brand-new concept. This had been proposed over and over again. It was proposed by the International Council for the Exploration of the

Seas at the end of the last century. It was cither ICES or what later clevcloped into ICES. It was proposed by the Navy in the carly 1920 's-something called the Matthew Fontaine Maury Occanographic Rescarch Expeclition. I've secn a volume this thick of justification as to why the Navy should get into the oceanographic survey busincss and I have framed in my office a copy of the letter from the Bureau of the Budget saying that the President had looked at this program and found that submission of this program at this particular time was not consistent with the President's present budgetary idcas. This circumlocution means no bucks, so it died again. We still have the same trouble; but within the Federal Government in Washington, we've tricd to see what could be done about implementing this latest recommendation to get going on taking a systcmatic look at the world's ocean.

The Interagency Committee on Oceanography, in trying to put things into categorics so that you can label them and add them up to find out how much moncy is going into what, made an unfortunate split between surveys and research. I think it was a mis-take-we have had to live with it ever since, and it has been darn difficult at times. In the Coast and Geodetic Survey, for example, we knew we couldn't get any money for research, we never got any money for research. Thus if we callcd our effort a research effort, we never would have gotten started. So we had to call it a survey effort. We are a survey organization, and by calling it a survey effort we were able to get it started. Other organizations doing exactly the same thing called it research. But when you start totalling this up to see how much moncy is going into one aspect of oceanography and how much money into another, you run into definitional problems. The way I like to sort it out is to say that the systematic survey effort is looking at the "what," the "where," and the "when," whereas research-motivated work is looking primarily at the "why" and the "how." I think it is a legitimate way to split them up. In other words, the survey cffort is primarily a descriptive effort, looking at the "what's." the "where's," and the "when's." whereas the rescarch effort is trying to understand why and how these things are as they are.

Now in order to find out about the "why's" and the "how's," you have to go back and do the descriptive work first, so these two approaches are inextricably related, and it is criminal that we had to try and make a split between them for budgetary purposes. The hydrographers, the nautical charting people, for years have been doing systematic surveys along the coasts of the world producing nautical charts. These guys are good at it-they have what I like to call a tolerance for tedium that inost of us just don't share. If something exciting isn't happening or if we can't see some scientific problems that we want to attack, oceanographers feel it's pretty dull. But fortunately the hydrographers have this tolerance for tediumthis ability to do the same thing day in and day out over and over and over, and they're good at it. What we have done is try and utilize this capability of doing good, systematic, tcehnical, accurate work and utilize this capability for occanography. What we have
tried to do is translate the recommendations of Chapter 9 of the NASCO report, Occan-wide Survcys, into an operational reality. To say it is coming along well would be stretching the point a bit. It's limping, just barely limping, but we're beginning to get some interesting results out of it.

As to what the program is, we have, in the classic Washington tradition, given it a code name (you seem to do better getting funds for things when they have a code namc) and we struggled to find one for this for a long time. There had been considerable confusion between the continuing historical missions of the agencies-that is, the nautical charting of the Geodetic Survey and of the Naval Oceanographic Officeand the attempt to get started on the ocean survey program. Both ended up as survey items in the budget presentation, so there was confusion as to what bucks were for what. So it became imperative to point out that the specific ocean survey program was different, that it was separate from the continuing historical mission of the agencies. So to point out this difference very strongly during the hearings before the Panel on Oceanography of the President's Scicnce Advisory Committee (PSAC), we called it the "Federal Oceanic Exploration and Mapping Program" which came out "FOEMP" as an acronym, and actually FOEMP! wasn't a bad description of what we had been able to accomplish to date. It has becn coming along really very slowly. A lot of work, a lot of good work, has been done but the support has not been there. So we have come up with a better name: it's called Project SEAMAP for Scicntific Exploration and Mapping program, and we're going to stick with that title now, Project SEAMAP.
What SEAMAP involves is the systematic mapping of the bottom topography, gravity, and magnetics on underway survcys plus such meteorological observations and sea-surface observations that can be made underway. In this respect I'll be particularly interested this afternoon to listen to Lee Alverson, Ahlie Ahlstrom and Tim Parsons and the rest of the papers on your agenda.

For a long time we have been trying to instill in biologists a feel for the systematic approach to biological surveys, the point being that if we can get this survey rolling, there will be ships doing systematic survey work in the world oceans, ships that can be biologically useful. What is it that the biologists want that can be obtained on a systematic global basis? We are sure that there are such data. I was interested to hear from Maurice Blackburn just recently of devclopments on measuring pigment material well underway. In the early stages we talked with the Bureau of Commercial Fisheries pcople in Honolulu. They said, in effect, "Yes, we're very sympathetic; there are a lot of things we would like to learn on this basis, but we don't have the pcople to do the work. Our shelves now are just stocked with plankton samples that we can't work up -what good would it do to get another 500,000 plankton samples ${ }^{\prime \prime}$ " So there are some real problems on taking a biological look on a global basis. But the point I want to make is that we 're still fighting to get this project SEAMAP going, and to me it would he
criminal to have the project going without a solidly based biological program. The meteorological part is coming along very well-why can't we get the biologists to cooperate?

The work done to date on this program has been in the North Pacific between the Hawaiian Islands and the Aleutian Islands starting at $153^{\circ} \mathrm{W}$ and working all the way over to $180^{\circ}$. We have done a series of north-south lines; generally they have been 10 nautical miles apart. This, of course, is meaningless unless you have accurate navigational control. I won't beat the navigational drum any more. It has been one of my pet ones for a number of years; but the point is that we had Loran-C control. We now on the Pioneer have TRANSIT-the Navy Navigational Satellite System, and hopefully we can hang on to it. We got ours through a little different route from that of the private institutions, and so far we have been able to hang on to it. It hasn't been pulled back by the Navy; we hope to hang on to this thing. The system works-it's a good system. The accuracy is classified, other aspects of the system are also classified, but the point is that it works and we can tell where we are on the surface of the ocean. This really is the fulcrum on which this whole ocean survey business depends-having good navigational control.

Question: What observations are planned for the SEAMAP program? The plan as proposed by the ICO covers the whole spectrum-it reads like a Montgom-ery-Ward catalog of oceanography, and it is meaningless as far as I'm concerned. It is ridiculous to try to do everything at once; we're under political pressure at this point of the game. But what is actually being observed now? There is one ship working on this -the Pioneer of the Coast and Geodetic Survey. The observations being made underway are continuous echo sounding, gravity, magnetics, BT's every two hours (hopefully next year some expendable BT's will be added to this), meteorological observations, regular radiosonde balloon releases, and surface weather observations. We are also using the logs of the Bureau of Commercial Fisheries for fish and bird sightings. We monitor sea-surface temperature, and sea-surface salinity is determined on all BT bucket samples. These make up the underway observations.

In addition each year we have hove-to or station operations which include a research input. For four years we had a series of stations-hydrographic sta-tions-running from the Hawaiian Islands to the Aleutians. These data have been worked up, and they are now in the process of publication by the Seattle laboratory. Cores have been taken when there was a requirement for them. Our own feeling has been that the best place in the world to store cores, if nobody is going to look at them, is at the bottom of the ocean where they were in the first place. So when there are specific requirements, we will do coring.

We've cooperated with the University of Washington and the Geological Survey in doing some dredging on the rift zones seaward of the Hawaiian volcanoes. Dredge samples from these studies enabled the people from Hawaii, the geologists, to come up with some very interesting correlations between the size of
vesicles in pillow lavas, lavas extruded under water, and other characteristics of the lavas as a function of the depth at which the lavas were originally emplaced. This is turning out to be a very interesting new tool for geologists to use to determine the depth at which pillow lavas were extruded on the ocean floor. In the early days of the SEAMAP program we also did some cesium 137 collections for Ted Folsom. We have done other specific projects like this. We collected water samples at depth in the North Pacific for NIO in England, and we have done some biological work for the Bureau of Commercial Fisheries, particularly for the Hawaiian group that wanted samples in specific places. We did work on magnetics with Vic Vacquier who was interested in the possibility of extending some of his crustal displacements. He wanted to see how far these things ran, so we ran some specific magnetic crosslines for him.

We have been concentrating, so far, primarily on the time-independent variables: gravity, magnetics, topography, and so on. The whole problem of the timedependent variables, as Warren Wooster has pointed out over and over again, is a different problem. Joe Reid alluded to it this morning. We also include within the philosophy of project SEAMAP the systematic collection of information on the time-dependent variables. This problem is a real stinker as you all know. We are proceeding very slowly. Perhaps we are overly conservative, but I don't think so. I personally am tired of the grandiose schemes of loading our ocean with buoys (a) before we have the buoy that will do the job or (b) before we know what we really want to measure, or where. What we hope to do, following the suggestion of the new NASCO report now in the draft stages, is to carry out their suggestions that a small test buoy network be established, and so far the item has been able to remain in our 1967 budget (how long it will stay there is hard to say). We are requesting funds to plant on the east coast shelf an array of five buoys of which the prototype is being delivered to us this week. The system was developed within the Coast Survey and will measure current direction and speed, pressure, temperature, and salinity. These will be in sensors that can go on the cable. We plan to plant five, if we have funds for them, in a fairly tight network on the east coast shelf somewhere out of the Gulf Stream system. With these we will take a look at the whole spectrum of variations, the range of frequencies, and the scales of these variations. And when we have accumulated a volume of data, what we then hope to do is to make copies of these and farm them out to physical oceanographers in the United States and elsewhere. Hopefully we will then have a meeting to sit down, take a look at these data and see what people feel are the things to measure on the larger, more systematic scale.

Question: What sort of an array of buoys do you plan ' It's not set yet, we don't know and are open to suggestions; probably they would be arranged in a square with one in the middle. How far apart, we are not yet sure. We would plan it to be close enough to shore so that we can intersperse the buoy measurements with ship observations so that we can fill in some of
the space holes. Question: What is the cost per copy? By the time you get your anchoring gear and the buoy itself we think it's going to run about $\$ 30,000$ per buoy. It isn't terribly expensive as buoys go. Question: How do you get the data back? These are both telemetered and/or stored in the buoy on incremental magnetic tape. The man handling the whole project is Mark Goodhart of the Coast Survey. They have done considerable modification to the Geodyne current meter and the tests so far show it has worked very well not only in slow currents but also in currents of two to three knots. So we will continue to be working on buoys, for within this SEAMAP project is a requirement for the measurement of the time-dependent variables. But, this phase is going very slowly and conservatively, which I think is as it should be.

One thing that Jerry Namias mentioned this morning struck a very responsive chord. This was the requirement for long series of data so that you can take a look at time variations systematically. What this always brings to my mind is tidal data, for here in fact is one of the best-if not the best-long series of oceanographic data. They go back into the last century. Generally these are available, with some gaps in the record, on an hourly basis. This is an incredible time series of data. Some people have been well aware of this. Gunnar Roden, for example, has dug many times into our tidal data bank and has utilized these data to come up with new ideas. Walter Munk has done a lot with these long series of tidal data, things that couldn't be done before electronic computers were here. Bernie Zetler from the Institute of Oceanography has been working with Walter Munk on this and has come back from his work with Walter this summer with something which to me was very interesting. I'll pass it on as far as I understand it and suggest that you talk with Walter to get the details on it. To me it was very intriguing. They were using a very long series of hourly tidal height data at San Francisco. They were applying to it new analytical techniques using the BOMM program developed here at Scripps. They were taking a look at the whole range of spectrum of frequencies that occurred in this tremendously long series of hourly tidal heights running back 80 years or so.
Instead of looking for what they thought would be there, they looked at the whole thing to see what actually was there. They found some interesting things. For example, there was a 5 -day cycle that appeared as a line on their frequency chart that no one ever suspected. You'd never think of a 5 -day frequency in tide; but they also came up with another thing as they looked at these. They found what they are calling a "radiation term." What they feel is that this is a variation in sea level that is a function of the incoming solar radiation. Actually the sun warmed up the water column sufficiently during the day to pat a measurable steric variation in sea level, and they are convinced that is what it is. To me what this meant is that all of a sudden we have a tool for going back historically and taking a look at the variations in what I would call the "effective incoming radiation." So here is a whole storage bin of air-sea inter-
action data that suddenly people tripped on, and it's all there in the rccords just waiting for someone to go ahead and take a look at long-term variations in this effective incoming radiation. This may tie in with some of the solar activity we were speaking of a minute ago. In other words, this is the sort of thing that can happen when you get long series of dependable data.

One other thing, while we're on this ocean-scale survey subject and talking on tides, is a program that is now in the thinking and planning stages, and funds have been budgeted here and there for. Hopefully it will come off. This is the IAPO-Walter Munk plan for an ocean-wide look at deep-sea tides. There has been a lot of interest generated in taking a look at deep-sea tides on a global basis. One nice thing, of course, is that this does not have to be done synoptically, so you are not going to have to have instruments all over the occan at the same time. Rather the plan is to run a profile dropping the instruments, say, across the Pacific, then coming back and picking them up later on-hopefully. We now have, as you know, cotidal charts that are theoretical. They are based on coastal and island data. We don't really have much of a feel for what happens to a tidal wave as it comes up on to the Continental Shelf-what sort of modification takes place. The idea of going out with bottom-mounted tide gauges on a global scale and taking a look at the whole movement of tide in the ocean is a fascinating idea, and it can very probably be done. People have been working on deep-sea gauges. Aeries in France, Jim Snodgrass and Walter Munk here, Steacy Hicks of the Coast Survey, and many others have been working on deep-sea gauges, and they are beginning to get pretty good results. These things will work. So here is another look on a global scale-this one at the phenomenon on tides.

One other aspect of this large-scale business is one other look at the time-dependent variations which is going on even now. This is called Gulf Stream Studies-'65. I realize it isn't your ocean, and I apologize: but it's a lot like your Kuroshio, so what we Atlantic oceanographers can say is that we are looking at the Gulf Stream and maybe this will help with understanding your Kuroshio. This was a project dreamed up three years ago when air-sea interaction was an especially good budgetary word, and we thought that maybe by using that word which people were latching onto, we would get some additional funds to do something we had been wanting to do all along. This is the way you have to play it in Washington, as you know. So what we proposed was to take a long look at the Gulf Stream. We knew perfectly well that if we in the Weather Bureau and the Coast and Geodetic Survey said that we were going to go into a Gulf Stream program, that it probably would be shot down in flames before we ever got started. So what we did was this: we called in the Gulf Stream people, brought them to Washington for three full days of sessions. This was Henry Stommel, John Knauss, Fritz Fuglister, Tak Ichiye, Bill Richardson, and Ray Montgomery. All came in for three days, and all sat down in a conference room on
the top floor of the Department of Commerce. We said, "Let's be perfectly frank about it. We have the facilities-both meteorological and oceanographic. What we would like to do is take a look at the Gulf Stream, but we want your guidance. We want to know what are the major scientific problems that have to be solved; don't worry about the justifications, we 'll tie it in with fish and weather and national defense in the national budget; all we want to know is the scientific problems involved." They were fairly good sessions. On the basis of those sessions we planned a Gulf Stream survey-Gulf Stream Studies 1965. It is going along pretty well. It started actually in August and it's going for one full year. Let me just briefly show you the way it's working, and then I'll get back to these survey studies.

This program is in three phases. For the first at Miami and at Bimini in the Bahamas we had continuously recording tide gauges. Originally we hoped to have the one at Bimini telemetered into Miami so that we could have these on a two-pen recorder. This way we could see immediately the variations and the difference in sea level across the straits. We ran into some telemetering problems with the Canaveral people who were a little touchy about what radio frequencies were used; and rather than get all the new equipment that would be required, we decided that it wasn't really that important to have these data in real time. Thus we waited until we could see the records that would now come in, and we could get hourly heights. Bill Richardson of Miami was working with these data, and we hoped to get some feel for variations in the volume flow through the straits as indicated by variations in sea level across the straits of Florida. Also as part of this program, Bill Richardson has been working with the pop-up current integrator, a very clever gadget. With accurate positioning, you drop it to the bottom and then wait until it comes up to the surface, and the difference between the point were it was dropped and the point where it is recovered is a measure of the net transport that was going on at the time.

The second phase of Gulf Stream Studies-' 65 is a standard section running about 150 miles out from Charleston, S.C., done by the Coast Survey Ship Pierce with meteorologists aboard making regular upper air observations. The Pierce occupies 28 deep stations of which every other one goes to the bottom. This profile is run once every two weeks. This projection is not very accurate. There is no great directional change in the Gulf Stream at Cape Hatteras. If you look at it on the globe, it is one straight run all the way out.

The third aspect, and the one most interesting to me, is continuing the work that Fritz Fuglister was doing, that is, taking a look at the Gulf Stream meanders in the area northeast of Cape Hatteras. Using the Braincon vee-fin towed at 200 meters we pick up the $15^{\circ}$ isotherm. Actually the ship is navigated as a function of the temperature at 200 meters. If the temperature gets warmer, we come to the left; if colder, we come to the right, and this way we are able to follow the left-hand (downstream) edge of
the Gulf Stream. These meander trips are made once each month, with the first one made in August.

What we have found is that these large-scale meanders are the norm rather than an exception. When we first started, Henry Stommel became particularly interested in looking at an eddy if we found one. He was sure that these large circular eddies formed and broke away, but he was hoping we would find one so he could go out and look at it. It turned out that we found several of these. The first one we found south of the main stream in September. On the October trip we found that it was still about in the same place, but it had moved to the west, and we found another one over to the east. These large eddies do break away and maintain their integrity at least during periods on the order of three months. We also found very large changes in the position of these meanders. Where at one time we followed a meander like this (drawing on the blackboard), the next time a month later when the ship went out, the meander had moved some 50 miles to the east.

This, then, is another way of taking a look at some of these time-dependent variables. I think this program is going to work out pretty well-I think we will learn a good deal about the Gulf Stream. We held a meeting in November at which the Fuglisters and the Knausses, the Richardsons, and the Ichiyes were all there, and we had a delightful time hashing out what we found to date and what modifications should be made in the program as we go along.

But I want to get back to your ocean and what has been found in some of these systematic surveys in the North Pacific-the area covered through last June, primarily north-south lines with occasional cross lines. The cross lines have not been adequate to date, and this is being improved. We'll talk right now about the work uṇderway. The 1961 data have been almost completely processed and are already being used in papers by George Peter on the geophysics of this area.

The results of the magnetic observations from the area across the Aleutian trench show the same general thing that the only previoas systematic survey of this type had also shown. As you recall, the work of Mason, Raff, Vacquier, et al., showed the magnificent magnetic topography off the west coast of the United States. That was magnetic topography found as the result again of systematic surveys off the west coast done by the Pioneer, but done on a classified survey for the Navy. We still don't have the bathymetry from that survey in our own shop, but the magnetics were not classified, and Vacquier and company found very intriguing ridge and trough magnetic topography off the west coast. If we examine the Aleutian Trench area with the magnetic anomalies superimposed on top of the topography we find these long magnetic trends, the same sort of thing that Vacquier, Raff, and Mason found farther down off the west coast of the United States. In other words, what these are are magnetic trends that do not follow the pattern of the topography. Now if you took a single trackline of a research ship going through this area and plotted the magnetics, it would look the same
way it does in any other oeean-just a single trackline. If you tried putting two or three of these tracklines together, it would help some, but what I'm contending is that it is the systematie, back-and-forth, tedious survey job that turns up information like this.

I ehecked with George Peter before I left on Friday. He was quite excited. He has continued to work up this information farther to the South and has found that these lineations do not, as he at first suspected, continue down to join up with the magnetic trends found off the west coast, but these magnetie lineations peter out and beeome quite irregular in the general area of the Mendoeino fracture zone. They then pick up below that, so that the Mendocino is having some reflection in the magnetic data. But this again is the sort of thing that can be discovered only by a systematic survey. We're looking from $45^{\circ} \mathrm{N}$ to $55^{\circ} \mathrm{N}$ and from $150^{\circ} \mathrm{W}$ to $159^{\circ} \mathrm{W}$.

One other thing about how this ocean survey program is progressing. I'd like to be muels more optimistie than I can-we just had budget sessions this past week and I'm anything but optimistic. A ship that we had in our ' 67 budget for doing this type of work was disallowed-we're not even sure where we are going to get the funds to repair the Pioneer whicls is badly in need of major overhaul before she can go back to sea. However, we do have two bright spots in the horizon with the delivery sometime this winter of the Oceanographer and the Discoverer, two large oceanographie survey ships. Each is 3,800 tons, 303 feet length over-all, with 4,200 square feet of lab spaec. Lots of versatility was designed into them. For example, the lab is of modular construetion so you can switeh it around to do what you wish. These ships have really good possibilities. One will be operating in the Pacific, one will be in the Atlantic, and both doing project SEAMAP, laeed, we hope, with a good deal of research work going on at the same time. We've done a lot of homework for this program. A recent operations research study carried out at considerable expense lias come up with mathematical planning models whieh we are already using. I can go into details later, perhaps, for those of you who are interested. It was very interesting, though, that after a very detailed research analysis
of the whole thing, they came up with almost the identical number that the NASCO pcople had come up with for the number of ship-years operation required to survey the whole ocean. NASCO did it over a few drinks at the Cosmos Club one night, and these people to whom we paid X number of bueks eame out with the same number, so it was legitimate. It was about 285 ship-years. Granted this would have to be done like the World Weather Watch, on an international basis. The oceans are just too big to try to do it by ourselves. However, we approach the international basis cautiously, for if you have to strike the median level of competence of all the countrics involved, this would perhaps fall short of the achievement level that we have in mind. Probably what will be donc internationally at first-again a recommendation of Warren Wooster and the NASCO groupis to have some of the larger maritime countries, perhaps the United States, Canada, and the United Kingdom, undertake a portion, say, of the North Atlantie. Then the others eome along as they ean meet our standards.

The only point that I really want to make is that be it metcorology and the World Weather Watch, or be it oceanography and projeet SEAMAP, over and above research activity, the systematie eollection of meaningful data in both the atmosphere and the ocean can eontribute tremendously to our knowledge of both of these environments. Both areas must be pursued with considerably more vigor than in the past if we are ever to realize any real benefits of new and needed knowledge.

## DISCUSSION

Schaefer: Are the buoys being planned by ESSA as part of World Weather Watch designed to obtain sub-surface temperatures through the mixed layer? It would be important to do this both for oeeanography and also for the weather-foreeasting problem.

Stewart: They are being planned to have this eapability. No bid proposals have been requested-the buoys are still being considered by ESSA. Not only NASCO and MASCAS, but also the oecanographie element within ESSA has insisted that oceanographic capabilities be included in any buoys for the World Weather Wateh.


THIS summer some 300,000 persons in the United States will don ducklike flippers, a cyclopian faceplate, heavy weight belt and one or more air tanks, and wade into the ocean through the surf or roll in over the gunwale of a boat somewhere off the coast.

More peoplc than ever will learn the sheer joy of unfettered swimming, suspended above the bottom and glorying in the magnificence of the seascapes beneath. Once you have tried it, you return again and again to that quiet realm of gentle motion, graceful creatures, swaying scaweed and oceanic peace. You travel in a three-dimensional world. You are free. You are an explorer, enjoying new sights, new sounds, new sensations, new motions, new peace.

It is a good feeling and you will love it. Don't let it kill you.

Most of the Americans who go scuba diving this summer will come back, but a tragically large number will die in the ocean. Since 1960 in Florida alone, some 40 scuba divers have perished in the Atlantic - and most of these deaths could have been avoided.
The really dangerous aspect of scuba diving (and scuba is an acronym for self-contained underwater breathing apparatus) is that anyone can do it. You can don the gear with no instruction, wade into the ocean and swim underwater on a man-to-man basis with the fish who have lived there all their lives. There are no special valves to master, no dials to read, no special techniques to learn; you don't even have to be a strong swimmer. This is the great danger of scuba diving. Anyone can do it - as long as all goes well.

Many problems can arise, however, and the reactions to these problems are what sort out the living from the dead. What happens if your faceplate gets kicked off at 50 feet? If you run out of air at 100 feet? if your intake hose fills with water? What happens if you lose your weight belt and pop to the surface holding your breath? if you get stuck in a wreck and another diver comes down to help you out and offers you his mouthpiece?
These are the mechanical, the technical problems that require that you have a complete scuba indoctrination and checkout in a pool before you ever approach the ocean. This pre-ocean training is vitally importart. Like learning to drive a car, you must first learn how to operate the equipment and how to react when the unexpected happens. Any person who scuba dives in the ocean - or anywhere else, for that matter - without first having a complete checkout with a qualified instructor is asking for deadly trouble. It is this group that makes up a portion of the member of divers who do not come back.

Even after you have had the full course in a pool, there is still the transition between that shallow, clean, uninhabited, tideless.
currentlcss inclosure and the ocean. It is the many differences between the pool and the real ocean that claim another portion of the divers who do not come back. It is to this group, this summer, that this article is directed.
What, in fact, are the peculiarly oceanic things that can threaten the pool-trained scuba diver? What should he know about the ocean if he is to increase his chances of coming back from his first dive or from his fiftieth?

The ocean is a magnificently complex environment. Those who spend their lives studying it are the first to admit that we know very little about it.

Currents are a universal oceanic phenomenon. If you have traincd in a pool, the concept of currents has not yet been faced. Learn them and respect them. If you are entering the ocean from a beach through the surf, you will encounter currents as soon as you leave the dry land and enter the water. With your big fins made for swimming rather than for walking, moving out through the shallows can be difficult. Some move into the water backwards so their fins do not impede their progress. Others will carry their fins until they reach swimming depth and put them on there. Longshore currents are usually present between the shoreline and the surf zone, and you should be prepared to be carried parallel to the shore as soon as you stop walking and start swimming.
Rip currents - those narrow swift-moving currents that move seaward the water that piles up at the beach from wave action - are common along most of our long sand beaches. An experienced scuba diver might use a rip to carry him out into deeper water with less expenditure of his own energy, but an inexperienced diver might panic when he finds himself carried seaward at a fast clip. Learn about rip currents and how to spot them.
Once in your diving area, whether you have come out through the surf or rolled in off a boat, your first task on the bottom is to check the local current. Wear a compass on your wrist. They are cheap, and good ones arc available. Lie motionless for a moment and see which way you move. If the water is shallow, the swell large, and the current small, you will find yourself moving back and forth as each wave crest and trough moves overhead.
Learn to use this action, and swim harder with the surge than you do with the backsurge. If the surge is really big. you will find that the sediment on the bottom moves with the surge in what marine geologists call "sheet flow," and you will move too. You and the sand will be moving in the same direction and at the same speed, and there apepars to be no relative motion. As the forward surge stops and the sand settles to the bottom, you suddenly discover that you have been moving, and the "Einstein effect"

There is fun and fascination in scuba diving. but also great danger. . .

sharks may be nearby.

sea urchins can puncture.

wreck can bo trap . . .
continued


Author Dr. Harris B. Stewart, Jr. in wet suit preparing for dive. (Right) Swimmer Sled capable of speeds up to $21 / 2$ knots and depths of 150 teet, carrying two divers.
can leave you confused. In some instances this totally unworldly effect has led to sheer panic. Learn of it and enjoy it. It is one of the many new sensations you will discover in ocean diving.

In most of our offshore areas within diving depth there is a current over and above the surge related to waves moving overhead. In places like the Santa Barbara Channel off California, these currents can be so strong that a diver hanging onto a rock outcrop at fifty feet finds himself waving like a flag. If you have a tending boat overhead - and it is a lot safer to have someone up there whose sole purpose in life is monitoring your and your fellow diver's bubbles - pop up and tell the man in the boat that you are encountering strong currents to the east so that he will know which way to move to follow you. It is quite probable that he is in a different regime of currents and has the additional problem of wind and that the boat is not drifting the same way that you are, some fifty feet below him. If currents in a dive are strong to the east, this is no indication that they will be the same when you go back to the same diving area the next week. Off most of our coasts, we have fairly strong tidal currents that change direction with time, so you will have to check the current direction each time you dive.

Even though the surface water may be warm as you enter it, the temperature at depth will probably be considerably colder. Most offshore areas have what oceanographers call a thermocline. This is an area where there is a relatively rapid decrease in water temperature with increasing depth. Know what the local temperature regime is, and dress accordingly. You may be perfectly comfortable with only swim trunks at the surface, but at fifty feet you may find that without a full wet suit your teeth are chattering so badly that you have trouble keeping your mouthpiece in place.
There are numerous organisms in the sea that are potentially dangerous to scuba divers. Many of these, such as sharks and the sharp-spined sea urchins, fortunately look dangerous, and obviously should be avoided. If you are heavily weighted and tend to sink, look beneath you as you settle to the bottom. The spines of the sea urchin are
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sharp. They can puncture the toughest of wet suits and inflict an annoying wound. Although there are many stories about scuba divers who have driven off sharks by hitting their noses with an underwater camera or an abalone iron, there are also stories about sharks having been caught and found to have swim fins or face plates or even a leg in their stomachs. If there are sharks of any sort in the water, the really clever thing is to get back to back with your fellow diver and head for the surface as fast as you can. The best course of action - if there are sharks in your area - is to have a cup of coffee aboard and wait until they move off.

One of the best ways to attrack sharks if there are none in the dive area is to spear a few fish and have them dangling on a line at your belt. What you are doing is setting yourself up as bait. If you are spearfishing, get the fish in the boat as soon as possible unless you are interested in attracting sharks. They are mean, regardless of species. Have infinite respect for them. If you must have photographs of sharks to impress your friends with your bravery, invest in a simple shark cage. This is merely a small cage to contain not the sharks but you. Take your pictures through the bars, and your friends will never know. You will be just as heroic, and the chances of your getting back with all your arms and legs are considerably enhanced.

Be aware of restricted underwater visibility. In murky waters, things can come upon you undetected faster than they can in clear water. If you are being towed on a line behind a boat or are using one of the several underwater sleds now on the market, don't move so fast that you are unable to stop within the distance you can see. It is the old problem of overdriving your headlights on the road at night. Restricted underwater visibility can come from a heavy overcast sky, from sediment thrown into suspension by storm waves, or by a heavy plankton bloom that causes a "snowfall" of organic material. Unless you know the area and the potential hazards in it, avoid diving if the visibility is less than six or eight feet. The fun of diving is drastically curtailed if the visibility is low, so unless you are in the business commercially, come to the surface
and wait until next weekend. It is safer.
Night diving for the experienced diver can be a totally different and exciting experience, but the hazards are multiplied manyfold. Any night dive must be very carefully planned in advance with particular care taken to insure good communication between the divers and the tending boat. Although the visibility underwater at night is nil, there is in most waters and particularly in the tropical waters a phenomenon that is totally undetected during daylight hours. The oceanographers give it the complex name of "bioluminescense." Actually, it is the living light given off by various marine organisms when they are agitated. If there are in the water suspended small organisms that luminesce, any motion of a diver at night will agitate them into giving off light, and the experience is indescribable. Diving, for example, on a bottom mounted oil rig, you may find that the entire structure is outlined in the subdued neon lighting of bioluminescense. This is due to the turbulence which the rig causes as the current rushes past it. This turbulence is enough to agitate the organisms in the water to the extent that they give off their bioluminescense, and your first exposure to his can be quite startling. In the same environment, you can flick your swim fin and find that great galaxies of swirling light are cast off into the dark reaches of space. A night dive in tropical waters can be very exciting, but it must be planned with sufficient care that when you come up from your experience you have a boat wating for you.

Finally, be it scuba diving, navigating, fishing, swimming on the surface, boating in your power boat, sailing in your dinghy or your cruising sloop, or just body surfing or swimming, the real secret of getting back safely is based to a large degree on understanding the ocean as a dynamic entity. Probably this is most important while scuba diving. Here you as an individual are completely immersed in the alien world. If you are going into the ocean, learn about it, and your chances of coming back alive will be increased. It is an utterly fascinating environment, but like any alien environment, it can kill you if you don't know about it and respect it.

# Environmental Science Services Administration 

DEPARTMENT OF COMMERCE

Harris B. Stewart, Jr.<br>Director<br>Allantic Oceanagraphic Labaralaries

"The Environmental Science Services Administration" may be a lengthy and cumbersome name, but it does in fact describe nicely our major mission -the providing of scientific services relating to the environment. For the Gulf of Mexico, ESSA's major involvement is related to the many scientific services available to the operator and researcher. You are, I am sure, familiar with many of thesesuch as our sweather forecasts and our nautical charts. But there are quite a few with which you may not be familiar. Did you. for example, know that ESSA publishes monthly mean surface water temperature and salinity values together with the maximum and minimum for some 20 stations in the Gulf of Mexico from Key West around the coast to Progreso on the Yucatan Peninsula? Or that there are 19 Automatic Picture Transmission stations in the Gulf region which receive satellite cloud pictures on a daily basis?

Perhaps the best way to give you a run-down on ESSA's activities in the Gulf of Mexico is to start with our scientific satellite program, work down through our meteorological program, and end with our marine activities including our oceanographic research work.

## THE NATIONAL ENVIRONMENTAL SATELLITE CENTER

ESSA's National Environmental Satellite Center does not have plans for a specific Gulf of Mexico research project but some of its world-wide programs are well suited in exploration in the Gulf. These programs include studying sea state and sea surface temperatures using satellite pictures and infrared radiation from Nimbus I and II. The chief drawback of these studies has been a lack of supporting information from aircraft concerning the sea surface. In addition, plans are underway to let a contract for a comparison of satellite readings and surface temperatures in two areas, one of strong and one of very weak horizontal sea surface temperature gradients. Also of interest is the distribution of cloud cover over the Gulf region and the computation of the heat budget.

## Data Acquisition and Dissemination

The Satellite Center does have plans for data acquisition and dissemination for the Gulf area, and these include:

1. The Advanced Vidicon Camera System (AVCS) and High Resolution Infrared Radiometer (HRIR) scanning radiometer coverage for hurricane data and sea surface temperature measurements over the Gulf.
2. WEFAX dissemination of analyses, satellites and conventional, including digital mosaics, nephanalyses, and maps.
3. Geostationary spacecraft. Within the next few years we expect data from geostationary spacecraft for continuous coverage of storms in the Gulf. The spacecraft could also be used as part of a data collection and relay system.

## Automatic Picture Transmission

Presently, there are 19 Automatic Picture Transmission (APT) stations in the Gulf region which receive satellite data on a daily basis.

## Data Exchange

If some arrangements could be made with the Gulf Universities Research Corporation and F.SSA' NESC for a data exchange, it would be most useful and appreciated. In order to have reliable data of the surface conditions on the ocean to go along with any future attempts at a Nimbus shot, members of NESC have been contacting individuals and organizations which could provide good observations of surface weather and cloud cover. sea state, vertical temperature profile, and sea surface temperature. This information is of particular interest at local noon and local midnight which will be close to the time of satellite passage.

It is hoped that the sea surface temperature measurements will be made in several ways: buov readings such as NOMAD. ship bucket and recording probe readings, and ship and aircraft radiometer readings. For shipboard measurements. care siould be taken to prevent the contamination of the sea surface temperature by the presence or novement of the ship. Such data will be used to provide the actual sea surface conditions and the parameters of
the atmosphere which can be used to correct the satellite readings for atmospheric attenuation.

## METEOROLOGICAL PROGRAMS

Moving now from space down into the atmosphere, you are all familiar with the ESSA Weather Bureau's routine weather forecasts, but their Marine Weather Service for the Gulf of Mexico is perhaps less well known.

## Marine Weather Service

The ESSA-Weather Bureau issues warnings of tropical and extratropical storms when required, and routinely issues forecasts of wind and weather, generally at 6 -hour intervals, for segments of the Gulf of Mexico and the adjoining coastal waters.

## Hurricane Warning System

One primary responsibility of the Weather Bureau is the provision of the hurricane warning service. The National Hurricane Center at Miami prepares forecasts of hurricanes for the Gulf of Mexico and shares hurricane warning responsibility for the Gulf with the New Orleans Office, dividing at $85^{\circ}$ West Longitude. Coastal and area marine forecasts and warnings for the Gulf are issued by our offices in Miami, New Orleans, and San Antonio. Details of the Hurricane Warming Service are given in a 40 -page brochure called "Hurricane, The Greatest Storm on Earth" prepared by ESSA and published by the Government Printing Office.

## Communications Network

Synoptic data to support the basic analyses and forecasts issued by the National Meteorological Center in Suitland, Maryland, as guidance for the Weather Bureau service programs, are supplied by a network of surface and upper air reports covering the northern hemisphere, including surface reports from cooperating merchant ships. A radar net and the meteorological satellites supplement these data. Reports are also obtained from offshore platforms in cooperation with the oil industry. An extensive international communication net collects and moves this mass of synnptic data to processing centers.

The warnings and forecasts are disseminated over AM and FM commercial radio and TV broadcast stations and over commercial and Coast Guard marine radio stations. In addition, ESSA-Weather Bureau has continuous VHF-FM radio weather broadcasts in operation at Corpus Christi, Galveston, New Orleans, Tampa, and Lake Charles. Another is planned for Brownsville, and at a later date others are planned to cover the remaining principal areas of boating activity.

## Expanding the Data Net

ESSA expects soon to have guidance on sea and swell available from the National Meteorological Center that will make it possible for our field offices to include more of this information in their marine forecasts.

Long range plans call for additional dissemination capability, including radiofacsimile as well as the additional VHF-FM stations. Additional marine oriented forecast products, such as sea surface temperature and mixed layer depth, are also planned.

A forecast service is dependent on an adequate data net. The Weather Bureau's long range plans call for buoys in sparse data areas of the Gulf, automatic stations at shore points where observers are not available, more cooperative observation stations and off-shore platforms, and the additional communication facilities to handle the increased date flow.

## OCEANOGRAPHIC RESEARCH WORK

Moving from the atmosphere down to the waters of the Gulf of Mexico, ESSA's scientific services include the nautical charts produced by the Coast and Geodetic Survey as one of our more important services to the marine community.

The shared use of our coastal waters by transportation, scientific, and industrial interests poses technical, navigational, and legal problems that must be solved in order to manage efficiently the resources of the Gulf of Mexico shelf areas. Already the petroleum industries are extending operations offshore into water depths greater than 200 meters.

## Shipping Safety Fairways

Over the past ten years there has been a steady increase in the number of offshore oil wells and each step seaward increases the hazards to marine navigation. The greatest concentration of these structures is located around the Louisiana Delta area; however, they are now spreading across the entire Gulf Shelf. The area is becoming so hazardous that the Federal Government has established, and charted "traffic lanes" to help guide vessels safely through this maze toward their destination. The lanes are known officially as "Shipping Safety Fairways."

Ships are not required to use these lanes, but they are expected to stay within them as a matter of safety. The fairways are shown on approximately 45 Coast and Geodetic Survey nautical charts covering the Gulf coast from Port St. Joe, Florida to Galveston, Texas. A recent review of the Fairways by Government and industrial interests may result in changes which will subsequently be reflected on the nautical charts.

## Offshore Oil Areas

Mineral leasing areas and blocks have been overprinted on C\&GS Chart 1116 for the benefit of commercial and recreational fishing interests, tug boat operators, U. S. Coast Guard air-sea rescue operations, and mariners in general for fixing their nosition while navigating through the oil lease areas. Due to numerous requests from marine interests, and in view of the value of this information to U.S. Coast Guard air-sea rescue operations, plans are
now underway to overprint these areas also on Charts 1115 and 1117.

## Nautical Charts for Small Craft

The explosive growth of recreational small craft from 3.5 million in 1950 to over 8 million in 1966 , has had a marked effect on the economy. More than 40 million persons spend $\$ 3$ billion arnually to participate in this activity. Nearly 550,000 small craft were registered in 1967 by the States along the Gulf coast. To provide these small boat operators with a compact navigational instrument especially designed for their needs, the C\&GS is now converting the conventional Intracoastal Waterway series of nautical charts to the folded small-craft format. Nine of these charts have been completed and placed on issue. Complete smallcraft coverage of the Intracoastal Waterway and major connecting waterways is planned for the end of 1971. New large scale conventional charts are planned for Mobile Bay and for the new ship channel through Matagorda Bay to Point Comfort.

## Large Scale Charting

Our long-range nautical chart maintenance plans provide for the offshore extension of the 122 series of conventional charts when the larger scale coverage has been completed for the inland harbors and waterways. Chart 1282, covering the approaches to Galveston Bay, is the first of this series scheduled for reconstruction. This improvement in existing coverage will furnish more detailed coverage of the oil lease areas and better approaches to the major harbors of the Gulf.

## Gulf Bathymetric Maps

As part of the C\&GS program to produce detailed $1: 250,000$ scale bathymetric maps of the U. S. Continental Shelf, compilation will begin on four maps in the Gulf area in FY 1969. Two of these maps will be seaward of the Mississippi delta and two will be off the coast of Texas. Negotiations are now underway with a representative of the Texas Offshore Group to obtain additional depth data needed to supplement C\&GS basic hydrographic survey information in the compilation of the Texas maps.

## Boundary Delimitation

The increasing interest in the marine environment is producing an increasing interest in boundary delimitation.

All coastal boundaries are delimited from the legal coastline or baseline. Determination of the location of the baseline involves, among other things, two fundamental surveying procedures: (1) establishment of the appropriate tidal datum plane (mean low water on the Gulf Coast) by tide gages in place for at least one year of continuous observations and (2) serial photomapping of the horizontal delineation of the line formed by the intersection of the shore and the appropriate tidal datum plane. These surveying procedures have been carried out as reg-
ular functions of ESSA's Coast and Geodetic Survey but primarily for producing navigational charts.

## Unique Texas Coast

The Gulf coast boundary of Texas is unique in that the Supreme Court has interpreted the intent of Congress as fixing its boundary as the mean low water line as of the time it became a State. (This ruling will also apply to Florida, by analogy, as of the time its boundary was approved by Congress in 1868.)

During the past few weeks the C\&GS has been asked for technical aid in locating the baselines of California, Louisiana, Texas and Massachusetts. A series of special maps has been prepared for joint use by the Federal Government and Texas in determining as nearly as possible the low water line as it was when Texas became a State. At the request of the Justice Department and the Bureau of Land Management, the C\&GS recently resurveyed islets in Atchafalaya Bay, Louisiana, to see if they still exist and, if so, their position and mean low water line.

## Coastal Use Studies

As multiple use of the coastal zone increases, it seems clear there will be an increasing demand for C\&GS services for boundary determination purposes.

## Tide Services

Other ESSA scientific services for the Gulf of Mexico include the Tide Tables and the Tidal Current Tables. Daily tide predictions are published for seven reference stations in the Gulf: Key West, St. Petersburg, St. Marks. River Entrance, Pensacola, Mobile, Galveston, and Tampico Harbor plus tidal difference tables for over 350 additional stations between Key West and Progreso, Mexico, on the Yucatan Peninsula. Daily tidal current predictions are published for four reference stations in the Gulf: Key West, and the harbor entrance at Tampa Bay, Mobile Bay, and Galveston Bay, with tables of difference for some 120 additional places between Key West and Brownsville. The Coast Survey vessel MARMER is even now based out of New Orleans to carry out detailed surveys to update this publication for the mouths of the Mississippi.

## Tide Station Reports

Once each weekday surface seawater temperature and density measurements are made at most of the Coast and Geodetic Survey's tide stations. C\&GS Publication 31-1 summarizes these data through 1964 and lists monthly means, annual means and extremes of surface water temperatures and salinities at stations from Greenland to southern Brazil along the Atlantic coasts of North and South America. This listing includes some 20 stations from Key West to Progreso and these are listed as Annex IV. You might be interested to know that here at Galveston at the Galveston Channel the long term mean surface water temperature is $72.3^{\circ} \mathrm{F}$ with maximum and minimum temperatures of $102^{\circ}$ and
$35^{\circ}$. The long term mean surface water salinity is $24.0 \mathrm{o} / \mathrm{oo}$ with a maximum of $40.1 \mathrm{o} / \mathrm{oo}$ and a minimum of $0.40 / 00$. These temperature and salinity data constitute a valuable time-series of Gulf data. Fifty-five cents buys you the whole of the Atlantic Coast of North and South America, and for an additional fifty cents you can buy the whole Pacificnot a bad bargain. The United States Coast Pilot, Volume 5, covers the entire Gulf of Mexico with information of value to navigators but inconvenient to show on nautical charts. This volume covers navigation regulations, outstanding landmarks, channel and anchorage details, dangers, general weather information, routes, pilotage information, and port facilities. This volume is updated every five years or so, and annual supplements are published early each year and distributed free of charge.

## GSY Research

In the research area, the Gulf of Mexico is specifically involved in the work of ESSA's Atlantic Oceanographic Laboratories and of the National Hurricane Research Laboratory all at Miami. Zetler of AOL's Physical Oceanography Laboratory as part of his planning for the Gulf Science Year has just recently reviewed Marmer's 1954 paper on tides and sea level in the Gulf and believes the original interpretation of the tidal regime in the Gulf to be completely in error. Where Marmer interpreted the data as indicating a closed basin with a resonance period corresponding to that of the diurnal tides, Zetler has found that the data do not support this, and he is now in the process of proposing a new explanation based on the movement of water into and out of the basin in tidal periods. The data for his analysis are at best sketchy, and Zetler proposes as part of the Gulf Science Year that the required tidal current data in the Yucatan Channel and Florida Straits be obtained along with bottom tide measurements within the Gulf of Mexico and data from more coastal tide stations along the east coast of Florida. These data are needed to test his hypothesis and to solve the problem of the reasons for the observed tidal patterns in the Gulf of Mexico.

## Sea-air Relationship Studies

AOL's Sea-Air Interaction Laboratory (SAIL) also hopes to take part in future Gulf studies. Their main interest is in the sea-air relationship to the
frequent cyclogenesis in the central and northeastern Gulf. These storms develop rapidly and bring moderate to heavy precipitation to the south and east coast areas. Use of the instrumentation developed for the BOMEX project planned for 1969 would provide new insights into the air-sea relationship. These instruments include the boundary layer instrument package for use from tethered balloons, airborn dropsondes, and air-dropped XBT's with the data coordinated with those from buoys and coastal radars. Most of this work will be in close cooperation with the research meteorologists at the National Hurricane Research Laboratory and will utilize the instrumented aircraft of ESSA's Research Flight Facility also based in Miami.

## Marine Geology

AOL's Marine Geology and Geophysics Laboratory plans a cooperative effort with Texas A\&M to core and dredge two outcrops in the DeSoto Canyon area in the northeast Gulf of Mexico. In this same area in 1969 our marine geologists plan a 20-day geophysical/geological exploration including the west Florida escarpment. Participants from Texas A\&M's Department of Oceanography will also be along on this one.

## National Hurricane Research

ESSA's National Hurricane Research Laboratory has as its two major missions the improvement in predictions of formation, motion, and changes in intensity of hurricanes and other tropical cyclones and the developing of increased understanding of the physical processes that govern the life cycle of hurricanes with the ultimate development of a theoretical model which will simulate the hurricane in all of its phases. Insofar as hurricanes cross the Gulf of Mexico, the hurricane research work of NHRL will also be carried out in the Gulf of Mexico.

As the American Mediterranean, the Gulf of Mexico should be one of the most studied and best understood bodies of water anywhere in the world. It reflects little credit on us that this is not the case. ESSA will be glad to participate in the Gulf Science Year to the extent possible, for the Gulf holds secrets we need to know if we are to provide the best possible services for the environmental sciences.

Reprinted from the Orlando SENTINEL, FLORIDA INDUSTRIES EXPOSITION

# FLORIDA'S FUTURE 

## OCEANOGRAPHICALLY SPEAKING

By Harris B. Stevart, Jr.

IF YOU SUBSCRIBE to Lincoln's statement that government should do for the people only those things that they can not do for themselves, then certainly the immense and expensive task of exploring, mapping, and understanding the ocean is a job for the government.

The federal government has, in fact, undertaken this task in a fairly large way, and a recwnr publication, "Marine Science Affairs - a Year of Plans and Progress," is the President's report to the Congress in which he outlines the federal program in oceanography for the coming fiscal year (available from the Superintendent of Documents, U. S. Government Printing Office, Washington, D. C. 20402 at a cost of $\$ 1$.

Part of the federal task in oceanography should be accomplished through federal agencies such as ESSA, the Bureau of Commercial Fisheries, Coast Guard, Navy, and others. Part should be accomplished through non-governmental agencies but with the financial support of the federal government. In this latter category fall the various colleges and universities which receive support for their teaching and research work in the marine sciences. For the Fiscal Year 1969 which begins this coming July, the total amount of the federal involvement in oceanography comes to some $\$ 516$ million as reflected in the President's budget now before the Congress. Over half of this ( $\$ 297$ million) is requested for the Department of Defense with the rest going to some 10 other departments or independent agencies. The total represents an increase in the support of marine science of about 15 per cent over the present fiscal year.

Marine science is thus a growing federal program, and the hopes for greater expansion in the years ahead are promising. Florida, because of its good climate for year-round oceanographic operations, its numerous and good colleges and universities, and its vigorous activities in trying' to attract oceanographic operations to the State, has become a leading - if not the leading - state in oceanographic activities.

Part of these activities are federal, and the present list is impressive: the Environmental Science Services Administration (ESSA) of the U. S. Department of Commerce has at Miami the Atlantic Oceanographic Laboratories made up of the Sea-Air Interaction Laboratory, the Marine Geology and Geophysics Laboratory, and the Physical Oceanography Laboratory.

ALSO IN MAAM is ESSA's National Hurricane Research Laboratory, its Research Flight Facility, the USC\&GS Ship Discoverer, and an Engineering Development Laboratory. The Department of the Interior's Bureau of Commercial Fisheries has their Tropical Atlantic Biological

Laboratory and their ship the UNDAUNTED at Miami, and Biological Laboratories at St. Petersburg Beach and at Gulf Breeze; and the Bureau of Sport Fisheries and Wildlife has a Marine Gamefish Laboratory at Panama City and plans for an additional laboratory on the Florida East Coast.

The Navy has perhaps the largest involvement of the federal oceanic activities in Florida, and this includes their Atlantic Undersea Test and Evaluation Center (AUTEC) Headquarters at West Palm Beach, the Mine Defense Laboratory at Panama City, the Naval Training Device Center and the Naval Research Laboratory's Underwater Sound Reference Division both at Orlando, the Naval Ordnance Laboratory Test Facility at Fort Lauderdale, and both the Underwater Swimmers School and the Fleet Sonar School at Key West.

Other federal agencies include the Corps of Engineers of the Department of the Army, the U. S. Coast Guard of the Department of Transportation, and the Geological Survey of the Departnient of the Interior, all with varying degrees of involvement in the ocean off Florida.

ALL OF THE COLLEGES and universities in Florida that have programs in marine research and education have federal support to some degree. Probably the University of Miami's Institute of Marine Sciences and the Department of Oceanography at Florida State University are presently the largest recipients of federal support, but Nova University at Fort Lauderdale and Florida Atlantic University at Boca Raton also have federal support for their oceanographic activities as do at least five others in the state.

Ocean industry in Florida benefits some from federal contracts, and the recent publication of the Florida Council of 100, "Oceanography in Florida - 1968," lists some 38 major industries actively workigy on oceanographic projects, and
these run alphabetically from Airpax Electronics in Fort Lauderdale to Westinghouse's Sea Te chnology Division in Sarasota.

Because of the heavy governmental commitments in Florida's oceanographic endeavors - commitments to federal ageincies, education institutions, and private industry - what happens in Washington will to a very large measure and to a very real degree determine what will happen to Florida's future in the sea. State sponsored activities and private oceanographic efforts unrelated to the federal government are steadily increasing in Florida, but the major oceanographic effort in the State is presently funded primarily by federal funds.

There really is no such thing as "federal funds." They are your funds and mine merely funnelled through the federal government via the tax route to accomplish something that we want done and that we can not afford to or are unable to do for ourselves. Therefore, to a large measure, the future course of oceanography in Florida depends on what the taxpaying public is able to convince the Congress and the Executive Department of the federal government that it most needs.

THE SOOTHSAYERS along the Potomac predict that in a few years we will see a sharp increase in the federal runds for oceanography. If this becomes a reality, then Florida with its heavy involvement in ocean science and technolofy can expect a comparable expansion in the federally supported programs and projects within the State.

With such expansion will come those ancillary industries that support marine programs, will come more marine science students in Florida's colleges and universities, more people, more marine activity, more research and survey ships, more economic growth, and more knowledge of the global sea produced with the Florida label on it. But this will not just happen.

It takes people to make it happen, people who will let their voices be heard where it will do some good, people willing to work with city, county, and State oceanography committees and panels trying to lure ocean oriented businesses to Florida. Although the impact of the federal kovernment on oceanography in Florida is now substantial, the real future of Florida in oceanography depends heavily on the future impact of Florida's people on the federal government.

U. S. Coust Guard Ship "Disroverer."

## About The Author of

## Florida's Future

Oceanographically Speaking

BORN September 19, 1922, in Auhurn, N. Y. He is the son of a Presbyterian minister and a grandson of the late Rev. George Black Stewart, President of Auhurn Theological Seminary. He was graduated from the Phillips Exeter Academy in 1941, and entered Princeton University that fall. He left college in 1942 to spend four years in the Army Air Force, where he served as flying instructor and as a pilot in the southwest Pacific. He returned to Princeton in the fall of 1946 and was graduated with an AB degree in Geology in 1948.

He made one expedition to the Persian Gulf as a hydrographic surveyor with the U. S. Navy Hydrographic Office, establishing shoreline control for offshore surveys in the waters of Kewait and the Neutral Territories at the head of the Persian Gulf. Upon the return of the expedition in 1949, he accepted a position as instructor at the Hotchkiss School in Lakeville, Conn., leaving there in 1951 to undertake graduate studies at the Scripps Institution of Oceanography in La Jolla, Calif. He received his MS in oceanography in 1952 and his Ph.D. in 1956. While at Scripps, Dr. Stewart participated in a two-month marine geological expedition to the Gulf of Alaska, and was a member of the $1952-53$ Capricorn Expedition to the South Pacific. While still in graduate school, he was a memher of Geological Diving Consultants, Inc., a group of diving geologists mapping the California offshore area for the oil companies. In 1956 and 1957, Dr. Stewart was project director of the extensive current surveys carricd out off San Diego, and in the fall of 1957 went to the U. S. Coast and Geodetic Survey as Chief Oceanographer.

From 1957 through 1965 he was engaged in enlargint the oceanographic activites of the Coast and Geodetic Survey and acted as Chief Scientist - both ahoard the USC\&GS Ship EXPLORER during its 1960 Oceanographic Expedition, and ahoard the Manila to Colomho portion of the USC \&GS Ship PIONEER's participation in the international Indian Ocean Expedition in 1964. He was Deputy Assistant Director of the Coast and Geodetic Survey for Oceanography until December of 1965
when he was appointed to head the newly created Institute for Oceanography of the Environmental Science Services Administration. When the Washington components of this group were moved to Miami, Fla., in 1967, Dr. Stewart continued as director of the same group under the new name of ESSA's Atlantic Oceanographic Lahoratories. He served as Chairman of the International Programs Panel of the Interagency Committee on Oceanography while in Washington, and has heen a memher of the U. S. delegation to the five sessions of the Intergovernmental Oceanographic Commission.

Dr. Stewart is the author of numerous scientific papers on sedimentation, suhmarine geology, and physical oceanography, and author of the books, "The Glohal Sca" and "Dcep Challenge." He holds memherships in the Amcrican Geophysical Union, American Geographic Society, Marine Historical Association, American Asso-

ciation of Petroleum Geologists, Marine Technology Society, and the New York Academy of Sciences. He is a fellow of the American Association for the Advancement of Science, the Geological Society of America, and whe Washington Academy of Sciences. He was Chairman of the U. S. Delegation to the 1966 meeting on International Oceanographic Data Exchange, Copenhagen; and Chairman, U. S. Delegation, meeting of the Intergovernmental Occanographic Commission Bureau and Consultative Council, Paris, 1966.

He is a momher of the Florida Commission on Science and Technology, and the Miami Committee of 21.

In 1959 he married Elise Bennet Cunningham of Dover, Mass. They have one daughter, Dorothy Cunning. ham Stewart, horn in 1961, and they reside in Coral Gahles, Fla.


## Scientists Aid Weekend Sailors

## By HARRIS B. STEWART, Jr., Director ESSA's Atlantic Oceanographic Laboratories

When John Cabot sailed along the Florida coast in 1497, in all probability he was the first white man to see this lush, green shore, and he certainly had no chart. In the sixteenth century, "La Florida" began to show up on the maps of the great European cartographers. For the following two centuries there was a gradual improvement in the nautical charts of the Florida coast, but the groundwork for the modern nautical chart was really laid when in 1807 the U.S. government established the Coast Survey (now the Coast and Geodetic Survey of ESSA, U.S. Department of Commerce) to undertake a survey of the coasts of the new nation. The first precise nautical charting surveys of the East Coast were not started until 1832, and it was another 30 years before the first good charts of the Florida Coast were made. The original copper plate from which the Coast Survey's 1863 chart of the east coast of southern Florida and the Bahama banks was printed has recently come to Miami and hangs in my office along with other old charts of the Florida coast.

The nautical chart is published to enable both commercial shipping and pleasure boat operators to navigate safely. A lot of precise work and
accurate surveying goes into these charts. Today's nautical chart involves tidal measurements so the soundings can be reduced to a common reference level, aerial photography for shoreline delineation and additional geodetic control, establishment of shore points for navigational control of offshore survey launches or larger survey vessels, and of course, the actual sounding launch or ship operations to determine the depth of the water.

Then there are hours and hours of plotting fix positions on the large "boat sheet" on which the original field survey is worked up. The sounding records-from continuously recording echo sounders-are checked and the depths logged and plotted on the "boat sheet" after they have been reduced for tidal corrections and for other corrections including speed of sound in the seawater at that time. This last one is needed because the echo sounders actually measure not the water depth but rather the time it takes a sound pulse to travel from the ship to the ocean bottom and back. The speed of sound in the sea varies with the density of the water, water temperature and salinity. Then the recorded "depth" must be corrected for density variations. It is a complex, fascinating operation, and a practised crew of hydrographic engineers carrying out their survey at sea
is as fine an example of a smooth man-machine operation as you could ever hope to see.

The charts they turn out are good -at least they are good for the time the survey was made. But storms change the shoreline, currents shift the position of shoals, man dredges new channels in one place and heaps up his spoil dumps in another and creates new land such as Dodge Island. New piers, jetties, marinas, buoys and lights, a submerged wreck, an offshore structure, all of these things make the task of the nautical chartmaker a never ending one.

But what of the charts themselves? For the Miami and Florida Keys area, there is a whole set at various scales ranging from the small-scale chart of all of Florida, Cuba, and the Gulf of Mexico (C\&GS Chart No. 1007 at the scale of $1: 2,160,000$ or about 29 nautical miles per inch) down to the large-scale chart of $\mathrm{Mi}-$ ami Harbor (C\&GS Chart No. 547 at a scale of $1: 10,000$ or about 850 feet per inch). A recent innovation for the small boat operator is the special Small Craft Series The one most used here is C\&GS No. 141 covering the area from Miami down to Marathon in the Keys with a series of largescale charts and larger-scale insets all accordian folded for ease of handling in the confined quarters of most small boats. This special series includes

listings of docking facilities, availability of fuel and supplies, as well as tide tables, tidal current tables, and marine weather information. But no chart is any more useful than the ability of the boat operator to use it.

A few tips might be helpful. Learn how to read and use charts properly. Important chart corrections are issued immediately through the local and weekly Notices to Mariners. As new additions of the charts you use become available, get them and use the obsolete ones for wall decorations, not for navigation. Finally, if you find a place where you feel the chart is in error, don't just complain, do something about it. Write to the Director, ESSA Coast and Geodetic Survey, Rockville, Maryland 20852, and tell him what it is and where it is, and the next time a survey party is in the area, they will check it out and see that the next edition of the chart is accurate.

A nautical chart is a thing of beauty. The history of nautical charting of Florida's waters is fascinating. The modern nautical charts of south Florida area may save your boat and your life if you have them and know how to use them. For further information, write directly to the Coast and Geodetic Survey. They work to compile and publish the charts-they want to be sure that you get the most you can from them.

Reprinted from transactions, NATIONAL SYMPOSIUM ON OCEAN SCIENCE AND ENGINEERING OF THE ATLANTIC SHELF, The Marine Technology Society, Philadelphia, Pa. March 19-20, 1968

KEYNOTE ADDRESS

SCIENCE, SURVEYS, AND THE CONTINENTAL SHELF

Harris B. Stewart, Jr.<br>ESSA Atlantic Oceanographic Laboratories Miami, Florida

The United States Continental Shelf out to the 200 -meter depth curve amounts to some 850,000 square miles. If this number is hard to visualize, it might help if you think of it as over twice the area covered by the states of Maine, New Hampshire, Vermont, Massachusetts, Connecticut, Rhode Island, New York, New Jersey, Pennsylvania, Delaware, Mayland, Virginia, North Carolina, South Carolina, Georgia, and Florida. Certainly if the Continental Shelf also had twice as many Senators and Representatives as these states do, we would be much farther along in our knowledge and utilization of this vast amount of U.S. territory.

Since the Contincntel Shelf does not have direct congressional representation, it is up to us, the scientists, engineers, technicians, and administrators to develop and present sufficiently cogent justifications that those who control the pursestrings and determine program priorities will allocate to the research on and development of our Continental Shelf the support required. We need this support if these 850,000 square miles are to be understood and utilized for the betterment of our lot on the remaining $3,669,209$ square miles of the United States on which our population of $200,000,000$ now lives.

What are the reasons that the United States should concern itself at all with its Continental Shelf, and how can those of us already concerned get our message across so that the United States can move ahead with the task of meaningful exploration and utilization?

As our churches are filled with those who already "have religion" and those who need it most do not attend, so too is this hall today filled with people who already know of the importance of our Shelves while those we really need to reach are elsewhere. At the risk of saying some things that many of you already know, I will proceed in hopes that through you as missionaries and through the published Transactions of these sessions, our message will get out and those who can do something to further Shelf research and development will hear it and will act.

Over half of the population of the United States is concentrated in its 24 coastal states. It is these coastal areas where the demand for waste disposal facilities is greatest and the spectre of pollution looms the largest. It is these same areas to which the populace is turning for more facilities for recreation, more swimming beaches, more boatlaunching ramps and marinas, more seashore parks, more good fishing spots, and more places where a man can just sit and watch the sea; yet these same areas are in many states being taken over by an unplanned and uncontrolled expansion of activities with absolutely no concern for present or future recreational uses. Our estuaries and coastal marshlands
constitute an ecological niche where many of our sport and commercial fish species spend at least a part of their life cycle, yet these same estuaries and marshlands are constantly being forced to give way to the encroacnmentis of civilization while the United States between 1955 and 1965 dropped from second to fifth place in commercial fish production. These same waterways are the marine route to our great coastal metropolitan areais; yet few of our seaports are modernized, turn-around times are overly long, port facilities in many places are antiquated and inefficient, ard far from being the exciting and colorful waterfronts of a century ago are now in many cities the areas most in need of urban renewal, areas carefully avoided by all except those with business there.

These, then, are our estuaries. These are our coastal areas with the great conflicts among those who would use for their own particular purposes these great resources held in common. Waste disposal, recreation, sport and commercial fishing, commerce and navigation - these are the main competitors for our estuaries. It is up to us, the icientists and engineers, to provide to the decision-makers the facts they need in order to make intelligent and rational decisions on the present and future uses of our estuaries. Without the basic environmental knowledge, the use of our estuaries will go to the richest contender, the loudest complainer, or the faction with the greatest political influence. It is only through adequate knowledge of our entire estuarine ecosystem, its processes, dynamics, interactions, and the ranges through which its many characteristics vary, that we will be able to have adequate knowledge on which can be based the important decisions of the future.

Providing this knowledge is a major task ol the people here today. Providing these people with the wherewithal to obtain this knowledge is the job primarily of government - federal, state, and local. So the appeal today is primarily to the governmental administrators: if you ever hope to stop the present trend of complete destruction of our great estuarine resources, plan now for their optimum use. But that planning must be based on a complete knowledge of all the interactions, all of the magnificently complex processes which operate in our estuaries. It is the coastal laboratories and the marine scientists and engineers that must provide this knowledge. These are the groups that must be supported now if our estuaries are ever to be anything but the mismanaged, polluted, azoic, unattractive waterways they are fast becoming.

It may seem that $I$ have dwelt overly long on the estuarine areas which comprise a relatively small percentage of our continental Shelves, but it is in these areas that we are already facing major problems. These are our areas of coastal crisis. The rest of the Continental Shelf, however, still presents a picture that is a bit more optimistic. Granted, we know even less about our Continental Shelf than we do about our estuaries, but we still are a fairly long way from its complete ruin. There is more time for adequate planning for the exploration and use of our Shelf, but the time to start has long since passed. Our work on the U.S. Continental Shelf has been piecemeal and ill supported. We do not yet have our Shelf adequately mapped. Only the Atlantic Shelf data have been compiled into a bathymetric map of the Shelf and Slope topography, and that at a scale of $1: 1,000,000$ is useful primarily for gross planning and as a nice wall decoration. Great portions of complex shelf off Alaska have yet to be
adequately charted for navigation. Off the Atlantic coast, we really know little more of the general circulation than we did at the time Haight published his summary over 25 years ago (Haight, F. J., 1942, Coastal Currents Along the Atlantic Coast of the United States, USC\&GS Spec. Pub. No. 230, G. P. O., Washington, D. C.). He have no system to predict wave and breaker heights routinely along our coasts. We have far from adequate knowledge of the distribution and variations in the abundance of Shelf organisms, let alone those species that can be caught commercially. The sardine problem on the liest Coast and the menhaden problem on this coast are the classic examples. We do not have geological maps of our Shelf. Sediment distribution maps are spotty and have to be at such small scales because of the spareseness of the data that they too are of use primarily as wall decorations. We know practically nothing of the distribution of mass physical properties of Shelf sediments. We have a good deal of tidal data along the coast, but the motion of the tide wave across our Continental Shelf will remain in the realm of speculation until bottom-mounted gauges finally become operational and provide us with the information. Our knowledge of the Gulf Stream and its variations is still terribly limited. It is only within the past few years with the development of deep-towed thermister units that we have made any significant advances over the classic work of Pillsbury aboard the steamer Blake in the latter part of the last century. The sub-bottom structure of the Continental Shelf is known publicly along only a few isolated profiles. I say "publicly" because the oil companies and their geophysical contractors probably have most of the Shelf pretty well covered; but until such knowledge ceases to have any economic advantage for the company that holds it, the data are more secure than Top Secret military data. We have no surveys of the mineral resources on our Shelf. The Heavy Metals Program of the Geological Survey and the fledgling and underfunded program of the Bureau of Mines are making a start on tris mineral resource evaluation, but it is just that - a start. State boundaries have not been delineated on the Shelf let alone our boundaries with Canada and Mexico. Even were these boundary lines shown on charts, there is no operational coast-wide system by which the offshore ship or boat operator could adequately position himself in relation to such boundaries.

I do not mean to deprecate in any way the many excellent surveys and research projects. that have been carried out on the Atlantic Continental Shelf. What I do mean to say is that the area of the ocean closest to our own shores is still so inadequately mapped, so poorly understood in all its facets, that we are kidding ourselves if we think we are anywhere near ready to make even the most primitive use of such resources as might be on our Shelves. The petroleum companies are, of course, the big exception here. They had the economic squeeze that drove them to the Shelf. I contend that there are other "squeezes" to which we should also be responsive - the need for food, the need for safe disposal of our unwanted wastes, the need for improved weather forecasts, the need for better charts for the shipping which crosses our Sheli', the need for preserving our beaches, the need for predicting waves and surf a nd tides and coastal currents for the engineers who would build or operate on our Shelf, the reed for finding new sources for the minerals that are being used up on land, and of course the need for the military protection of this very same Shelf and the country itself. Far from the least important, but certainly one of the most difficult to justify in this era of blind adherence to the cost/benefit ratio as the ultimate
justification, is the satisfaction of scientific curiosity. This is the real stimulus for the many individual scientists on whom the developing of our fund of basic knowledge must ultimately depend. This, perhaps above all others, is the most compelling reason for learning about our Continental Shelf. What a pity that our present preoccupation with potential benefits and economic returns for our scientific efforts precludes our even suggesting to the budgeteers that the satisfaction of intellectual curiosity is as adequate a motive for the actions of nations as it is for those of individuals!

Operating then on the contentions that (a) we need to have knowledge of our Continental Shelf if we are to utilize it and its resources in some sort of optimum fashion, and (b) that we presently do not have enough knowledge to do this or even an adequate program to insure that such knowledge will be available in the future, the question boils down to one of how we can obtain this knowledge.

President Johnson in his January 1968 State of The Union Message said:

> "This year I propose that we launch, with other nations, an exploration of the ocean depths to tap their wealth, energy, and abundance."

Knowing the Federal Government as I do, you can be sure that the "Potomac oceanographers", as Athelstan Spilhaus used to refer to them, will be hard at it developing a program of exploration to back up this excellent proposal of the President. I am sure that this is the first time that marine exploration has received such coverage in the State of the Union message. This, to me, represents a real challenge to the marine scientists and engineers of the United States. This is a loud clear call for the best marine minds in the country to work together to develop a truly meaningful program of marine exploration. Hopefully the Continental Shelf because of its accessability and potential will be adequately covered in any such developing plan for "exploration of the ocean depths". But can we rest on "hopefully"? I would think not, certainly not if we are as concerned about the Atlantic Continental Shelf as the presence of this many people here today would seem to indicate.

I respectfully submit that if we sit here today and tomorrow listening to the excellent papers the program lists, clap respectfully - even enthusiastically, and then return to our offices, companies, and laboratories leaving this Presidential challenge unmet, we have no one but ourselves to blame if the United States mounts an ocean exploration program without its including adequate coverage of the Continental Shelf. Each of us must be willing to contribute something of his talents, something of his time, and something of himself to furthering our exploration and understanding of the Continental Shelf. The SEAS Committee (Scientific Exploration of the Atlantic Shelf), the group in the south planning the Gulf Science Year for 1970, and the group assembled here today comprise a group of real experts on the Continental Shelf. Make this talent available to your government. Help in the planning. Make the United States program for the exploration and utilization of our Continental Shelf a very meaningful reality. The United States needs to know about our Shelf. The planning for any Shelf exploration program needs the experience and knowledge
of the best minds available. This is the challenge.
With the demise of the old Interagency Committee on Oceanography, the role of coordinator of Federal programs in oceanography has become the task of the National Council on Marine Resources and Engineering Development headed by the Vice President. If a program of ocean exploration is to develop, it will certainly be the Marine Council, its staff, and various panels that will put the program together. It is this group to which you should offer your assistance. This is the group where your ideas and experience can best be utilized. If you really want the United States to mount a program aimed at providing the needed knowledge of the Continental Shelf, you must be prepared to help in the preparation of such a program. Let's be perfectly frank. The increased support for Continental Shelf research and surveys which we all would like to see depends upon program endorsement by the Federal Government. The Marine Council will not endorie a mediocre program. It must be good. You are the scientists and engineers that can make it good. I hope that in the meetings scheduled for today and tomorrow, in the corridors, and in the inevitable informal sessions that will develop among scientists with similar interests that you seriously consider how you as scientists and engineers, either singly or collectively, can rise to the challenge of preparing a coordinated national effort aimed at the mapping and understanding of the Continental Shelf of the United States.


The "Researcher," ESSA's prize exploration ship, will be making Miami its home this year.

## The

## Southside Fleet

A growing fleet of oceanographic ships will berth on the south side of the new Pori of Miami on Dodge Island this year. Dr. Harris B. Stewart, director of the Atlantic Oceanographic Laboratories of ESSA, tells the story of Miami's new ocean frontier.

## By Harris B. Stewart

Driving across the bridge into the new Port of Miami on Dodge Island, it is hard to realize that a few short years ago the bustling port complex was a group of four small uninhabited islands covered with scrub casuarina.

Today, the island has a railroad with delivery spurs, two large cargo buildings each covering 200,000 square feet, a rising passenger terminal, which will be the best and most modern on the entire eastern seaboard, large ships coming and going tended by a fleet of fork lifts and trucks, and always men; men with lists constantly checking, men directing the movement of cranes and lifts, men shoving and sweating and shouting, men busy pumping the lifeblood of a busy port. If you haven't been out to Dodge Island, you should go. Its bustling business typifies the new Miami approach to the ocean as a major resource of southeast Florida.

Although Miamians are familiar with the "Ariadne," "Sunward," "Jamaica Queen," and the "Cabo Izarra," and will soon become familiar with
the new Miami-based cruise ships, new "Bahama Star," "Flavia," "Boheme," "Starward," and "Freeport," there is still another fleet of ships that is, or soon will be, based at Dodge Island. These are the oceanographic research ships: "Discoverer" of the Environmental Science Services Administration (ESSA), "Pillsbury" of the Institute of Marine Sciences of the University of Miami, and "Undaunted" of the Bureau of Commercial Fisheries. To these will be added the 2,800 -ton ESSA research ship, "Researcher," this coming year.

By next April Dodge Island will see the greatest concentration of oceanographic research ships ever assembled in Florida. The "Oceanographer," "Discoverer," "Surveyor," and "Mount Mitchell," all operated by the ESSA Coast and Geodetic Survey, will be berthed at Dodge Island at the same time, preparing for the Barbados Oceanographic and Meteorological Experiment, called BOMEX for short. BOMEX will also include ships of the Coast Guard,

Continued on Page 20
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Bureau of Commercial Fisheries and the Navy, and any or all of these could well be at Dodge Island at one time.

Even while the new passenger terminal and the increase of Miamibased cruise ships have caught the headlines and the fancy of Miami's press, there have been developing, at the same time, plans for a unique cooperative research ship facility along the south side of Dodge Island. Preliminary plans are already on the drawing boards, and negotiations have reached the stage where the Federal Government and the Dade County Government are working out the lease arrangement. This new Dodge Island facility will be a complex of attractive low buildings housing offices and machine shops, covered storage space, and open storage area to provide the
shoreside support for the growing fleet of oceanographic research ships operated by ESSA, the University of Miami and the Bureau of Commercial Fisheries. Hopefully, this facility will be completed next summer along with the bulk-heading of the entire south side of Dodge Island.
The research ship facility on Dodge Island is one more manifestation of the growing oceanographic activity in the Miami area. Funds are now available for construction of the new Marine Science Center at UM's Institute of Marine Sciences on Virginia Key, and construction should commence soon.

The new oceanographic research building of ESSA's Atlantic Oceanographic Laboratories is well along in the design stage, and construction funds are being requested in the fed-
eral budget to be submitted to the Congress the first of the year. This new building will house ESSA oceanographers, meteorologists, and ocean engineers and will include laboratories, seminar and conference rooms, a museum, a two-story library, an electronics shop and the various support activities required of present-day scientists concerned with understanding the magnificent intricacies of the ocean and the atmosphere and their complex interactions. Ground breaking should be late next year with completion in 1970.

Other reflections of Miami's dynamic ocean-oriented growth are to be found at the Miami Shipyard on the Miami River at Southwest Second Avenue. Here, under the ownership of Jim Brown, the former shipyard

Continued on Page 22
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office building has become a center for ocean engineering activities. In addition to the shipyard programs themselves, this building now houses the Reynolds Submarine Service Corp., operators of the research submarine, "Aluminaut," and their main office has just moved to Miami from Washington, D.C.

In the same building is the recentlydedicated Engineering Development Branch of the Systems Development Office of the ESSA Coast and Geodetic Survey. This group is involved with the design and development of oceanic buoy systems and sensors for measuring the physical characteristics of the ocean.

The Coast and Geodetic Survey also has the office of the Miami Ship Base there, pending the completion of the new ship facility on Dodge Island.

Oceans General, a newly formed ocean engineering group, is housed there along with HydroTech Service Corp. This latter group has moved to Miami within the past year. It services various types of exotic underwater equipment and is constructing a large hydrophone calibration facility at Miami Ship Yard.
The roof of the building has sprouted some six large antennas for test and communication, and listening in on one of the daily coffee sessions in this Miami Shipyard building is all that would be needed to convince you that Miami is indeed well launched into her ocean era.

Other things are happening, too, that reflect Miami's growing involvement in things oceanic. Marine Acoustical Services has recently been purchased by Tracor, reflecting the respect of out-of-state capital for Miami's oceanic capabilities. MAS operates a fleet of commercial survey and research ships and has recently launched a new oceanographic ship whose time was already booked solid when she was launched.
In response to the increasing demand for technicians specifically trained for marine work, MiamiDade Junior College instituted a Marine Science Technology program which, in its first semester, has over forty enrollees.

Seacamp, the unique Miami-based Continued on Page 24


Master plan for the Port of Miami includes room for the oceanographic facilities.

Continued from Page 18
summer camp for teenagers interested in oceanography, had its largest and most successful summer yet on Big Pine Key, and scientists from the various Miami oceanographic activities were guest lecturers.

The Miami Museum of Science also reflects this ocean interest and has just opened a coral reef exhibit that is exciting and unique.

In other areas, the Dade Development Department has published quality brochures covering the county's marine activities, and these have been widely disseminated. The newlyformed Florida State Commission on Marine Sciences and Technology has established its offices in Coral Gables and is deeply involved in projects ranging from studying the delineation of Florida's offshore boundaries to looking into the possibilities of strengthening the state's posture in marine science. National associations of bankers, architects, and industrial developers are planning Miami meetings this winter with oceanography as a major theme and with local oceanographers taking part. The 1969 annual meeting of the Marine Technology Society is slated for Miami Beach in June.

The word is spreading. The years ahead can expect to see more marine research groups, more oceanographic ships, more new oceanography buildings, more meetings and conferences of national significance, more marine scientists and engineers, and with all of these, more of the ancillary and supporting activities that help the local economy.

In oceanographic activities, Miami has reached what the nuclear physicists call "critical mass." Those here for years have attracted new ones, and they in turn have attracted more, and the system is a self perpetuating and expanding one that spells nothing but good for Miami in the years ahead.
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[^0]:    ${ }^{1}$ The Nomad buoy has been in operation since 1958. However, as the equipment is still undergoing technical evaluation, the data should be regarded as of unknown quality.

[^1]:    * Period extends from 2 days before until 3 days after the hurricane passes.
    $\dagger$ Within any 5 -day period during rest of the tabulated days.

[^2]:    * Values for semi-major axis of ellipse.
    $\dagger$ ccw-counterclockwise.

[^3]:    ${ }^{1}$ Coutribution 13, Land and Sea Interaction Laboratory (L.SSIL) 439 West York Street, Noriolk, Virginia 23510.

    Contribution 265, Virginia Institute of Marine seiener. Glouerster Point. Virginia 23062.

[^4]:    ${ }^{1}$ New address: Institute for Oceanography, ESSA, 901 S. Miami Ave., Miami, Florida 33130.

[^5]:    A. A group of shatter cones (about 8 cm long) from the Steinhein Basin, Germany, the locality where these shock-generated cones were first discovered.
    B. A large ( 2 m .) shatter cone from the Kentland astrobleme in Indiana, showing rich development of parasitic cones on the master cone. The beds are upended with their tops being to the left; hence the cone would point skyward when the beds are turned to their pre-event position. This relation indicates that the shock wave came from sbove.

[^6]:    ${ }^{1}$ Manuscript received June 25, 1967.
    ${ }^{2}$ Institute for Oceanography, Environmental Science Services Administration, 901 South Miami Avenue, Miami, Florida 33130.

[^7]:    ${ }^{1}$ Manuscript received April 21, 1967.

[^8]:    ${ }^{1}$ Contribution 15 of the Land and Sea Interaction Laboratory (LASIL) Atlantic Oceanographic Laboratories, ESSA, Norfolk, Virginia 23510.

[^9]:    * $R^{2}$ is the percentage of total variance of the predict and $\bar{V}$ explained by the $X_{i}$, or predictors. See Harrison and Pore [1967, p. 44] for additional explanation.

[^10]:    (*) Mean Vertical Sound Velocity (MVSV) is the mean velocity of the sound wave from the ocean surface to the depth of interest, assuming the wave travels vertically downward, and the velocity changes in a linear fashion within each layer.
    (**) Fathometer Velocity is the assumed velocity of sound in sea water used by the instrument manufacturer when burilding the readout device. The USC\&GS fathometers use $1463.43 \mathrm{~m} / \mathrm{sec}(800 \mathrm{fms} / \mathrm{sec})$ as a fathometer velocity. See 'Fathometer Depth' below.

[^11]:    (*) Fathometer Depth is the depth scaled from the fathometer. It is a product of $1 / 2$ the travel time for the sound wave from the surface to bottom to surface, times the velocity assumed by the instrument manufacturer.
    (**) Oceanographic Standard Depth. These are depths at which the oceanographic parametres, measured and derived, are routinely listed by most oceanographic laboratories When necessary, the independent variable is determined at the standard depth by an Interpolation formula. The oceanographic standard depths used by the National Oceanographic Data Center are $0,10,20,30,50,75,100,125,150,200,250,300,400,500,600$, $700,800,900,1000,1100,1200,1300,1400,1500,1750,2000,2500,3000$, and at 1000 m intervals to bottom.

[^12]:    (*) Matthews averaged the temperature and salinities from the upper and lower surface of each layer and computed a speed from the 'average' temperatures, salinities, and pressures. Since the speed of sound is not a linear function of temperature and salinity, strictly speaking the simple average of the bounding temperatures and salinities does not yield precise values for determining the average velocity within the layer. If the range in temperatures and salinities across the layer is small, the error due to this simplification is trivial.

